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ABSTRACT

While promising software engineering approaches are proposed

every day, only few are adapted by professional developers. There

are many potential reasons for this, such as, problems in identifying

helpful approaches, missing tools, or lacking practical relevance.

With our current research, we are concerned to improve the knowl-

edge transfer from research to practice. In this paper, we discuss

the impact of development environments and programming lan-

guages on knowledge transfer – considering that many scientific

approaches and tools are interesting for professional developers,

but rarely adopted by them. We base our discussion mainly on

our personal experiences with industry-academia collaborations.

To determine whether these experiences also apply to other de-

velopers, we additionally conducted a survey with 89 participants

from academia and industry. The first results of our on-going work

indicate a gap between the development environments and pro-

gramming languages that are supported or used by researchers and

those that are applied in industry. Based on our results, we describe

initial discussions that can help to improve collaborations between

industry and research.

CCS CONCEPTS

• General and reference → Empirical studies; • Software and

its engineering→ Software notations and tools;
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1 INTRODUCTION

Software engineering research focuses on many different aspects of

software development that can potentially improve the daily work
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of professional developers, for example, embedding programming

context into source code [3], bug fixing assistance [12], and auto-

matic documentation generation [17]. Regularly, new approaches

and tools are proposed that facilitate such aspects. Still, while the

number of research publications and tools continuously grows [18,

29], few are adopted in practice [7, 25, 26].

One barrier to the practical applicability of research proposals is

the fact that they rarely exceed a preliminary evaluation status [22].

Thus, tools and concepts that are developed to improve developers’

daily work are hardly applicable in real-world settings, hampering

not only knowledge transfer but also the practical evaluation of such

approaches. In this context, the question arises how approaches

and tools have to be designed and implemented to improve their

practical applicability.

To investigate this issue, we report and discuss our personal

experiences with the industrial adoption of scientific tools and

barriers we faced in corresponding collaborations. In addition, we

conducted a survey with 89 participants from research and industry

to support our arguments. Here, we especially consider limitations

in the participants’ free choice regarding programming languages

and environments.We remark that these are first findings of a larger

body of research we are currently investigating and extending to

contribute a more complete view on barriers of knowledge transfer.

Based on our first insights, we propose recommendations to

help researchers during the initial phase of developing new ap-

proaches and tools to have a stronger impact on industry. For in-

stance, our recommendations can help to decide which program-

ming languages and tools may be more suitable. While some of the

results may be known, we are not aware of empirical evidence in

this regards and, thus, aim to provide a basis for further research. In

particular, we hope to raise researchers’ awareness on improving

knowledge transfer and cooperation to industry by scoping our

software development accordingly.

2 SURVEY CONDUCT

The motivation for our study originated from our personal expe-

riences with industry-academia collaborations and, consequently,

these also contribute to our work. Our experiences are based on

several years of working in multiple projects and positions. For

example, we work as software engineers, project managers, and

consultants – supporting industrial, scientific, and collaborative

projects with different domains, goals, and sizes [15, 28, 29]. In par-

ticular, we obtained our experiences from working at the METOP

GmbH, a company focusing on transferring research into practice.

Besides reporting our own experiences, we base the identified

barriers and recommendations on a survey. Within this survey, we
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asked the participants to specify their working situation, focusing

especially on limitations in the programming languages and devel-

opment environments they can use. In this section, we report the

purpose, conduction, and participants of our survey.

2.1 Purpose

In our industry-academia collaborations, we often face the situ-

ation that helpful scientific approaches exist and corresponding

tools have been implemented. However, there are several known

limitations that prevent the inclusion of such implementations

into practice, for example, missing maintenance support, outdated

versions, or poor documentation [22]. Still, even if we are able to

work with a scientific tool, we often face other limitations, for ex-

ample, dependencies to legacy software, support only for certain

operating systems, or rarely used development environments and

programming languages. Especially industry requires tools that

are maintained, are adoptable to either multiple or specific envi-

ronments, and are reliable. Thus, it seems to us that research and

practice face a gap in the way they scope the tooling for develop-

ment projects. Our investigations on this issue are guided by the

following two research questions:

RQ1 What are the characteristics of preferred programming lan-

guages and environments?

RQ2 Are professional developers more limited in their choice to use

programming languages and environments than researchers?

We are not aware of empirical evidence connected to such issues,

despite some potential gaps being well-known. To obtain initial

answers in this paper, we use a survey in which we focus on the

participants’ freedom when choosing programming languages and

environments in their daily work. This freedom defines to which

extent they can adopt scientific approaches in their daily work or

may have to disregard such approaches, as these do not suit their

requirements. In our survey, we compare researchers, developers,

and those working in both areas, as we assume that their situations

differ. Depending on these differences, researchers have to better

scope their approaches to the targeted users’ limitations, if they

aim to improve the practical impact.

2.2 Questionnaire and Conduct

To answer our research questions, we designed a questionnaire

comprising the questions we show in Table 1. We started with par-

ticipants’ meta data, including the number of years they are already

programming and their current working position. First, we assessed

the diversity among the programming languages and environments.

Thus, we asked them which programming languages they are fa-

miliar with and which development tools they are working with.

Afterwards, we determined the freedom of choice the participants

have concerning these two aspects to identify potential limitations

especially between the different groups.

The survey was available online and required approximately

10 minutes. We distributed it in organizations and universities

to receive feedback from participants with different backgrounds.

Additionally, we promoted it on social media platforms in groups

related to software engineering to reduce a potential selection bias.
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Figure 1: Number of participants and their programming experi-

ence in years separated by their stated working position.

2.3 Participants

Overall, 89 developers participated in our survey and we illustrate

their current employment area and experience at this point in Fig-

ure 1. We see that – at the time of answering our survey – 39 (43.8%)

of the participants are employed in industry while 38 (42.7%) are

working in research, meaning an almost equal distribution of both

groups. In addition, 12 (13.5%) of the participants are working in

both areas at the same time.

Considering their experience in programming, we see that the

median value of all three groups is around 9 years. The distributions

we show in Figure 1 also indicate that we have some more experi-

enced participants, especially in the industrial group. Surprisingly,

some participants of the research group state that they have not

even one full year of programming experience.

Additionally to their experience, we also find that the distribution

of used programming languages and tools is similar to the TIOBE

index.1 Considering their origin, most of our participants are from

Germany (59) but approximately a third (30) of them are from

around the world, mainly from the United States and India (5 each).

Altogether, we argue that our sample consists of participants with

different experiences and backgrounds. Thus, the results we derive

may not apply to specific domains or areas, but provide a good

overview on software development in general.

3 RESULTS AND DISCUSSION

Based on our experiences and the results of our survey, we in-

vestigate two issues – corresponding to our research questions –

on knowledge transfer in this section. Each of these issues com-

prises a set of problems that can hamper the adoption of tools and

1https://www.tiobe.com/tiobe-index//
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Table 1: Questions in the survey to assess the participants meta data and to address our research questions.

Nr. Options Answers

1 What is your current position? Multiple choice

2 How long is your programming experience in research? Free-text

3 How long is your programming experience in industry? Free-text

4 Which programming languages are you familiar with? Multiple choice

5 Which development tools are you working with? Multiple choice

6 What is your current area of activity? � Research � Industry

7 Can you freely choose the programming language you are using in your current area of activity? ◦ Yes ◦ No ◦ Partly

8 Can you freely choose the development tools you are using in your current area of activity? ◦ Yes ◦ No ◦ Partly
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(a) Programming languages.
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(b) Tools.

Figure 2: Participants’ used (a) programming languages and (b) tools.

approaches into industry. For each issue, we first motivate its im-

portance for knowledge transfer from our experience. Afterwards,

we describe the corresponding results of our survey and derive

concrete barriers.

3.1 Tool and Language Preferences

In our experience, there exist several issues connected to the pro-

gramming languages and development environments used to de-

velop new approaches. For example, developers’ preferences, do-

main restrictions, or project requirements are changing over time

and for different projects. While researchers are aware of these

factors, we still experienced that they sometimes rely on rare lan-

guages and tools, as these suit their purpose best. This facilitates

their development process, but hampers the practical applicability

of research approaches. For instance, during several projects we

worked on, we found suitable research tools that would have facili-

tated our work, but that did not suit the industrial requirements.

Consequently, we investigated in our survey, which programming

languages and development environments are preferred and discuss

the implications considering our first research question. We dis-

play a summary of the corresponding survey responses in Figure 2,

which displays the distributions of used programming languages

and tools.

Dominating Programming Languages and Environments. In our

survey, we identify few dominating programming languages and

environments, with Java and Eclipse on top. As we can see in Fig-

ure 2, the responses of our participants show that they prefer those

languages and environments highly ranked in popularity indexes.

For example, considering the September 2017 ranking of the TIOBE

index, the first seven programming languages are in almost the

same order, with only JavaScript and C# being slightly higher and

lower rated, respectively. The results indicate that object-oriented

languages are most commonly used, which is also an observable

trend in language indexes. Out of the most familiar ones, only C

does not support this programming paradigm.
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Multi-Language Support. The results indicate that programming

environments that can support more than one programming lan-

guage are preferred. This includes complex integrated development

environments (e.g., Eclipse, Visual Studio) as well as text edi-

tors with extended functionality, such as syntax highlighting (e.g.,

Notepad++). Few of the most used tools are specialized in support-

ing only a single programming language, despite offering plug-in

capabilities (e.g., PyCharm).

Close Connection between Programming Languages and Environ-

ments. Unsurprisingly, there seems to be a close connection be-

tween the used programming environments and known program-

ming languages. For example, Eclipse and IntelliJ IDEA are

well-known for their Java support while PyCharm is designed ex-

clusively for Python. The programming languages and their corre-

sponding tools are rated similarly. Furthermore, tools are used less

often if they support a programming language that is less known.

One Languages for One Domain. The programming languages

on top differ primarily in their scope of applications: For example,

JavaScript is used for client-side applications, PHP on servers,

PL/SQL in databases, and C for embedded systems. Thus, it seems

not surprising that multiple programming languages for the same

domain are rarely on the top spots.

IDEs vs. Editors. It also seems that many developers prefer sim-

ple text editors, such as Notepad++. This may indicate that they

prefer to scope the functionalities of their development tools to a

minimum and customize them with plug-ins. For instance, Eclipse

automatically provides syntax highlighting and method call out-

lines for different languages. In contrast, Notepad++ by default only

supports syntax highlighting. Unsurprisingly, the results indicate

that different developers prefer language-specific environments,

multi-language environments, or simple editors.

Discussion. The results substantiate our experiences that the

usage of programming languages and environments depends on

several factors. While not surprising, it seems obvious that well-

established and domain-specific languages are preferred by most

developers. Consequently, corresponding environments are also

used more often. Still, competition and trends can result in changes

and may make a language or tool obsolete at one point. Some

examples for this are the absence of languages that do not support

the object-oriented paradigm or the rise of IntelliJ IDEA that –

from our experience – is preferred by many younger developers

that dislike Eclipse.

For us, the most interesting insight is the preference towards

multi-language tools and editors. We also experienced that such

tools are more helpful for projects that require multiple languages

and are faster to set-up. However, we did not expect that this ten-

dency applies in general. While further studies seem necessary to

investigate potential causations for these preferences, some reasons

could be simplicity, multi-language support, domain-independence,

and also the usage when teaching programming (e.g., Java).

3.2 Differing Restrictions

During our projects, we often experience that researchers prefer

and have already used programming languages and tools that do

not meet the industrial requirements. In particular, organizations

often ask – besides fulfilling domain requirements – for industrially

maintained and established tools. This way, they can ensure that

the used tools have already a certain quality, have a contractor who

fixes bugs, and fulfill necessary quality criteria. As a result of this

policy, there apply other, stricter restrictions in the programming

languages and environments used in industry compared to research.

To investigate this issue and answer our second research questions,

we asked our participants if they can freely pick these parts of their

daily work. We display the corresponding results in Figure 3.

Language Restrictions. As we can see in Figure 3, developers

working in industry are mostly not or only partly allowed to freely

choose their programming language, with 20 (51%) and 10 (26%)

responses, respectively. In contrast, developers in research face

fewer limitations: 16 (42%) can freely and 16 (42%) can partly choose

the used programming language. While the group of participants

working in both areas is rather small, their responses align better

to these from industry.

Programming Tool Restrictions. For the used tools, the outcome

of our survey varies heavily. Almost none of our participants is

always forced to use a specific tool set, with only 3 (8%) and 1 (8%)

of the participants employed in industry or both areas stating no

free choice at all, respectively. In the industry group, 16 (41%) can

freely choose their tools and 20 (51%) are only partly limited. For

the research area, even up to 31 (82%) can completely freely select

the used tools. Again, the responses of the mixed group align better

to these of the industrial developers.

Discussion. Industrial developers facing language restrictions

seems not surprising. They may work for a longer time on existing

systems and applications, focus on a specific (language-dependent)

domain, and have to use established languages to increase avail-

ability [19]. For example, Javascript and PHP are used more fre-

quently for web development while C is more suitable for embedded

systems. As a result, they have to rely on specific programming

languages and cannot freely switch between them. Still, such re-

strictions potentially depend on project specifics and a developers’

position, wherefore they do not exist in every case. Thus, industrial

developers can partly select the programming languages they use.

In contrast to industrial developers, researchers are often work-

ing on smaller projects matching their current problem. Approaches

are often developed from scratch and solely for evaluation pur-

pose [2, 16]. Thus, researchers face restrictions mainly when they

reuse another tool or work in a specific domain. However, this seems

not to apply for researchers working in industry-academia collab-

orations, as their responses align better to those of the industrial

developers. This also suites our experience that some researchers

who never worked with industry do not care about the practical

applicability of their research. While practicability may not be the

main purpose of researchers, it is still beneficial and indicates a

missing awareness of real-world scenarios.

Considering tools, the results indicate that most developers in

both areas can choose those more freely. This can be explained, as

many tools provide similar to identical functionalities, are freely

available, and are established. Thus, restrictions may derive from

project recommendations, specific extensions being only available
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(a) Programming languages.
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(b) Tools.

Figure 3: Participants’ freedom to choose (a) the programming languages and (b) the tools they are working with.

in some tools, and customer requirements – but seem to mainly

focus on a working product. As a result, industrial and collaborating

developers face partial restrictions more often.

4 IMPLICATIONS

Considering the previously described results, we derive preliminary

answers to our research questions in this section. Afterwards, we

derive recommendations that can help to improve the practical

adoption of research approaches. While these recommendations

may be intuitive for researchers often collaborating with industry,

we experienced that others are completely unaware of them. Again,

we emphasize that these are initial results of on-going work and

will be refined in more extensive investigations.

4.1 Research Questions

Our first research question is concerned with the characteristics of

the preferred programming languages and environments. While

this is a preliminary assessment, we still find that most preferred

programming languages are domain specific and support object-

orientation. Considering the tools, we find that they often support

multiple languages, can be extended, or are simplified text editors.

An unsurprising outcome of these observations is that languages

and environments seem to align.

The second research question addresses the developers’ free

choice to select the programming languages and tools they use.

From our point of view, the results are less surprising and indicate

that industrial developers often need to use specific ones. In the re-

search community however, there seems to be a difference between

those that collaborate with industry and those that do not. While

this is reasonable, we find it interesting to further investigate how

this free choice and experiences with collaborations may influence

later projects of these scientists: Do researchers focus more on prac-

tical applicability after they worked in industrial collaborations or

does it have no impact?

4.2 Recommendations

Focus onPopular ProgrammingLanguages andTools. If there

is no concrete project to which an approach has to be scoped, we rec-

ommend to rely on more popular programming languages and envi-

ronments, considering, for example, the TIOBE index. As developers

cannot freely choose the programming languages they are working

with, researchers should focus on the ones that are frequently used

in their specific domain or are generally used. This does not only

support knowledge transfer, but also facilitates extending and main-

taining tools. In contrast, if the approach is developed to support

researchers, language restrictions are less important – but we still

recommend to rely on well-known languages and tools. Otherwise,

our experiences are that others may have problems and may not

reuse an approach.

Prefer Pluggable over Stand-Alone Tools. Researching on pro-

gramming tools can improve practical applicability, as developers

can more freely select which tools they use. Nevertheless, most of

the time developers use only their preferred programming envi-

ronment. Thus, the development of plug-ins for frequently used

programming environments or importable components (e.g., as

jar files) should be preferred over the development of completely

new tools. However, it may be problematic to identify which envi-

ronment should be supported. For some languages, such as Java,

several different environments and editors, for example, Eclipse,

IntelliJ IDEA, and Notepad++, exist. The question arises, whether
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a single (i.e., plug-in) or multiple (i.e., a component) of these tools

should be supported to be applicable by most developers. This also

includes considering the purpose of the approach: Shall it only be

used by developers or integrated into other tools?

Consider Tools’ Functionalities.Considering evaluations of new

approaches and tools, we remark that programming environments

often contain partly complex functionalities and can often be freely

chosen. This must be taken into account while scoping approaches

and their evaluations. For example, if different programming lan-

guages are used, such as, in static and dynamic type systems, it is not

always possible to use the same programming environment with the

same functionalities. This can influence, for instance, performance

measurements while solving programming or comprehension tasks.

Still, if in such cases only text editors with limited functionality are

used, the results of an evaluation may be not valid in practice. Tools

with richer functionality may decrease possible disadvantages of

one approach but are commonly used in practice and developers

are familiar with them.

5 THREATS TO VALIDITY

In this section, we discuss potential threats to the validity of our

work. Here, we rely on common distinctions [6, 24, 34] for empir-

ical studies in software engineering. Consequently, we separate

construct, internal, and external validity as well as reliability.

5.1 Construct Validity

The construct validity of our study is potentially threatened by the

questions and terms we used. Our participants may have misunder-

stood something, for example, due to language barriers. Still, the

terminology should be easy to understand for experienced develop-

ers and in an according question, none of the participants reported

problems regarding the questions. Overall, we argue that there is

no threat to the construction validity of our questionnaire.

5.2 Internal Validity

As for the question regarding knowledge and usage of program-

ming languages and tools, we provided a predefined set of selectable

options. Further languages and tools could be added by the partici-

pants. Thus, the answers may be biased, as participants may not

remember all programming languages and tools they are familiar

with or they are using. If they were not included in our options, the

participants may have missed these. While this threat can hardly

be completely overcome, we derived the options for languages and

tools from popularity ratings, such as the TIOBE index. For this

reason, we argue that we cover the most important of them, which

reduces the potential bias.

5.3 External Validity

There is a potential selection bias, as we received more answers

from developers we could contact directly. As a result, most of the

participants are from Germany. Still, we received several additional

answers from around the world. Thus, we argue that the results

are valid and the identified issues are important to address.

Another threat to the external validity are the questions we

used. For example, we did not precisely ask for the reasons why

participants cannot freely choose the used tools and languages.

While there may be additional reasons for this, we argued about the

differences based on the results and our experiences. Furthermore,

the different reasons for limitations in using languages and tools do

not directly affect the derived recommendations. Thus, we argue

that our recommendations are valid and reasonable, but can be

refined in further studies that include additional questions.

5.4 Reliability

Overall, there are potential threats to the reliability of our work:

The results and outcome of the survey may differ depending on

the considered participants. Still, any researcher can replicate this

study and will face the same threats. Consolidating and validating

our findings with replication studies is important and can help to

reduce this threat to reliability.

As we also mentioned before, our experiences do not represent

those of all researchers. Consequently, in several collaborations –

especially with researchers commonly performing collaborative

projects – such experiences may differ. However, we argue that

some researchers and, in particular, those that cooperate with in-

dustry for the first time, are less aware of the described issues. We

also addressed this threat by conducting a survey that illustrates

some of our experiences being apparently common.

6 RELATEDWORK

There is considerable work related to knowledge and technology

transfer issues from research into industry [9–11, 25, 35]. Different

reasons have been determined, for example, lacks of credibility,

missing awareness and discrepancies between research topics and

those with practical relevance, as well as difficulties to survey, un-

derstand, and use research [11, 25, 26, 29, 31, 32]. These works are

related to ours as they also investigate potential barriers of knowl-

edge transfer. However, we complement such works by focusing

specifically on discrepancies of languages and tools used in research

and industry. We are not aware of studies addressing these issues.

To overcome the aforementioned issues, technology transfer

models have been proposed. These, for instance, demand close co-

operations between research and industry [10], because research

results cannot be transferred directly. In addition, scientific publi-

cations are not designed to be a communication channel between

research and industry [27, 33]. Technology and knowledge transfer

research is related to our work, as we address the same issues. Still,

we focus on another point of view: How must approaches and tools

be implemented to improve their applicability in the daily work of

industrial developers? Thus, existing models can be extended and

refined to consider the results of our work.

There are several works concerning the interests of professional

developers regarding, for example, programming tools, concepts,

and algorithms [1, 4, 5, 14]. Other works analyze topics researchers

focus on, including the identification of gaps between research

and industry [5, 8, 11, 30]. The results are not only interesting for

developers aiming to use the investigated techniques, but also for

researchers that aim to propose new approaches and tools that

can be used in industry. As we investigate the diversity among

used programming languages and tools as well as the freedom of

choice in this regard, we complement such works. In particular,

works exploringwhy specific approaches are not adopted in practice
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are not only related to ours but the results may be compared to

consolidate the findings.

Other works investigate how developers use development tools

or perform specific tasks [13, 20, 21, 23]. Such works improve the

understanding of how tools can be extended to facilitate the practi-

cal applicability of new approaches. Thus, we complement these

investigations by identifying which languages and tools are popular,

and to which extent developers can freely choose them. Combin-

ing the results of both areas supports researchers while scoping

concrete tools extensions.

7 CONCLUSION

The number of research projects focusing on approaches and tools

to improve programming is continuously growing. This growth

can hamper the decision-making process of professional developers

to adopt research approaches. Still, this is not the only reason for

limited knowledge and technology transfer between research and

industry. In our on-going work, we addressed this issue by investi-

gating aspects that influence the probability that a new approach

or tool can be used in practice. To this end, we relied on our ex-

periences with collaborative projects and conducted an empirical

study to support these. Overall, we identify the diversity among

used programming languages and environments, as well as the free-

dom of choice in this regard. In particular, we separated between

professional developers working in research, industry, and both to

identify differences between these groups.

We identified a set of dominating programming languages and

environments that most developers use or are familiar with. Less

surprising, we find a close connection between languages and envi-

ronments. Furthermore, professional developers are more likely to

be limited in their freedom to choose programming languages. In

contrast, tools are much rarer fixed among all groups.

Overall, we derive the following recommendations to improve

the potential of approaches and tools being used in industry:

• Researchers should focus on domain specific and popular

programming languages and tools.

• Developing pluggable tools and extensions should be pre-

ferred over developing new stand-alone tools.

• As complex development environments seem to be preferred

by practitioners, researchers have to consider their function-

alities to evaluate practical applicability.

In future works, we aim to refine our survey by consolidating

existing works on barriers that hamper knowledge transfer towards

practice. Furthermore, we will refine and extend our survey to

identify concrete reasons why approaches and tools are not adopted.

Additional future work includes the definition of guidelines that

summarize best practices to improve knowledge transfer.
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