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ABSTRACT
In the past years, a growing number of highly-automated systems
has build on Artificial-Intelligence (AI) capabilities, for example,
self-driving vehicles or predictive health-state diagnoses. As for
any software system, there is a risk that misbehavior occurs (e.g.,
system failure due to bugs) or that malicious actors aim to misuse
the system (e.g., generating attack scripts), which can lead to safety
and security incidents. While software safety and security incidents
have been studied in the past, we are not aware of research focusing
on the specifics of AI incidents. With this paper, we aim to shed
light on this gap through a case survey of 240 incidents that we
elicited from four datasets comprising safety and security incidents
involving AI from 2014 to 2023. Using manual data analyses and
automated topic modeling, we derived relevant topics as well as
the major issues and contexts in which the incidents occurred. We
find that the topic of AI incidents is, not surprisingly, becoming
more and more relevant, particularly in the contexts of autonomous
driving and process-automation robotics. Regarding security and
its intersection with safety, most incidents connect to generative
AI (i.e., large-language models, deep fakes) and computer-vision
systems (i.e., facial recognition). This emphasizes the importance of
security to also ensure safety in the context of AI systems, with our
results further revealing a high number of serious consequences
(system compromise, human injuries) and major violations of con-
fidentiality, integrity, availability, as well as authorization. We hope
to support practitioners and researchers in understanding major
safety and security issues to support the development of more
secure, safe, and trustworthy AI systems.

CCS CONCEPTS
• Security and privacy; • Hardware → Safety critical systems;
• Computing methodologies→ Artificial intelligence;
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1 INTRODUCTION
The amount of highly-automated systems that build on Artificial
Intelligence (AI) has rapidly increased in recent years [20, 46]. Such
systems typically use complex machine-learning functionalities
aimed at solving real-world problems in a variety of domains, such
as automotive, manufacturing, healthcare, or education [35, 61].
These AI systems enable various novel or enhance existing func-
tions, such as autonomous driving [42], automated and predictive
manufacturing [52], automated medical diagnostics [20], or ad-
vanced natural-language processing [65]. AI systems offer great
opportunities, particularly to optimize flexibility, scalability, and ef-
ficiency, often resulting in novel business models as well as tremen-
dous time or cost savings [3, 52].

However, using AI systems in high-stakes contexts entails criti-
cal risks that arise from system behavior that may not correspond to
the intended one (i.e., misbehavior) or from intentionally wrong use
(i.e., misuse) [41, 55]. For such reasons, AI systems arewidely known
as risky actors that can promote unintended events and consequent
harms to the environment, systems, or even humans [73, 82]. Such
events are typically referred to as AI incidents [41, 55]. AI incidents
are quite diverse, including, for example, failures in the context of
self-driving vehicles, inadequate labeling [10, 25], or AI-powered
networks [39]. Overall, AI systems can often pose considerable
risks to safety and security, involving, for example, issues related
to system vulnerabilities that can be exploited to manipulate the
AI and its models [44], malicious control of driver-assistance sys-
tems through over-the-air updates [84], or misdiagnoses in medical
decision-support systems [16]. Thus, ensuring safety and security
in AI systems has become essential, particularly if misbehavior or
misuse can jeopardize human lives (i.e., safety-critical systems).
Ensuring system safety and security is already highly complex due
to trends like increasing system configurability [2, 37, 50, 51] and
the growing number of security attacks [45, 86], but AI systems
involve novel risks with unknown impact—including risks related
to the AI’s own complexity.

The misbehavior or misuse of AI systems is commonly discussed
in controversial ways [73], leading to various reports on such is-
sues. To provide comprehensive overviews of AI incidents, datasets
listing thousands of entries have been created recently, for exam-
ple, the AI Incident Database (AIID). Such datasets are typically
aimed at offering information to learn from past problems as well

https://orcid.org/0000-0001-7186-404X
https://orcid.org/0000-0002-0283-248X
https://orcid.org/0000-0001-9580-7728
https://doi.org/10.1145/3664476.3664510
https://doi.org/10.1145/3664476.3664510
http://crossmark.crossref.org/dialog/?doi=10.1145%2F3664476.3664510&domain=pdf&date_stamp=2024-07-30


ARES 2024, July 30–August 02, 2024, Vienna, Austria Richard May, Jacob Krüger, and Thomas Leich

as to empower criticism and novel solutions to tackle these prob-
lems [55, 67, 73]. Accordingly, these datasets are a valuable source
for analyzing AI incidents, for instance, to understand when, how,
and why they occurred, as well as whether and to what extent they
pose risks or caused harm.

In this paper, we present a case survey based on reports from
four AI-incident datasets, namely the AI, Algorithmic, and Automa-
tion Incidents and Controversies (AIAAIC) repository, the AIID, the
AI Vulnerability Database (AVID), and Where in the World is AI?
(WitWiAI). We investigated 240 AI incidents from the past decade
(2014–2023) that posed risks and violated safety and security. To the
best of our knowledge, this case survey presents the first analysis
of these AI incident datasets in the context of safety and security.
Moreover, we are not aware of comparable works that triangulated
from these four established datasets on AI incidents. With our work,
we aim to explore current trends regarding AI incidents with re-
spect to safety and security, their characteristics, and their contexts.
This way, our research goal is to provide an understanding of
what and how AI incidents relate to safety and security.

More specifically, we contribute in this paper:
• An overview of the main safety and security issues as well
as trends regarding AI incidents.

• A discussion of the incidents, topics, and technologies re-
garding the connections between AI, safety, and security.

• An open-access dataset (i.e., the analysis file) including the
240 harmonized entries on safety and security that we ex-
tracted from the four datasets.1

Our insights on AI incidents offer a new, valuable, and practice-
relevant perspective on the context of safety and security of AI
systems.We aim to support both practitioners and researchers in un-
derstanding real-world safety and security issues of AI systems; rais-
ing the awareness fore AI incidents and support the development as
well as research of more secure, safe, and trustworthy AI systems.

2 BACKGROUND
Next, we provide background on AI systems, the current state of
AI incidents datasets, as well as safety and security.

2.1 AI Systems
AI typically refers to the artificial acquisition and application of
information based on machine-learning capabilities [26, 70]. These
capabilities implement a variety of functions aimed at solving real-
world problems (e.g., autonomous driving [42], facial detection [76],
predictive maintenance [52]) using a diverse bundle of technologies
with various configuration options [52, 70, 71].

AI systems can be roughly classified from a technological per-
spective according to their learning strategies, tasks and operations,
working areas, as well as added value [17, 70, 71]. Learning strate-
gies refer to how information is generated based on the input data,
for example, supervised or reinforcement learning [26, 83]. Tasks
describe the way AI systems analyze and identify patterns, and the
associated operations specify the operationalization of these tasks
(i.e., the method used to solve a given problem) [70]. For instance,
artificial neural networks (i.e., the operation) can be used for data

1https://doi.org/10.5281/zenodo.11946279

classification purposes (i.e., the task) [26, 70, 71]. Moreover, oper-
ations provide internal model structures (e.g., hyperparameters,
activation and loss function) configured for a specific use case [26].
The working areas comprise diverse fields in which the system
is used, for example, computer vision, robotics, or generative sys-
tems [4, 38, 70]. By applying an AI system in the context of a specific
area, a certain added value is typically expected as an economic
incentive. These incentives are quite diverse and case-specific, rang-
ing from improving quality and efficiency of processes to reducing
time and costs during system deployment or operation [49, 59, 83].

2.2 AI Incidents Datasets
Using AI systems in high-stakes contexts can pose risks that may
cause harm, for instance, security breaches may lead to unautho-
rized data access [21, 82]. If such negative events occur, they are re-
ferred to as AI incidents [41, 55]. AI incidents are typically triggered
by misbehavior (e.g., manufacturing-robot accidents, misconfigura-
tion) or misuse (e.g., malicious deepfakes, attack-script generation)
and can range from technical issues (e.g., safety- or security-critical
system failure) to ethical or societal concerns (e.g., privacy-related
data theft) [25, 61, 79, 82].

To document information on AI incidents in a structured way,
several open-access datasets have been created. These comprise
meta data (e.g., occurrence year, domain, technology) on incidents
that have occurred around the world, typically including various
media reports (e.g., newspaper articles, technical reports of compa-
nies) [55, 67, 82]. Such datasets aim to help understand the complex
behavior of AI systems and why they fail. Since incidents usually
occur after a system is deployed [29], AI incidents datasets motivate
practitioners, regulators, and researchers to learn from the data,
ideally helping to identify and reduce incidents early on during a
system’s development. Currently, there are four widely established
and independent datasets, namely the AIAAIC repository, the AIID,
the AVID, and WitWiAI, each of which comprises hundreds of en-
tries on AI incidents [21, 67, 82]. However, it is usually not clear
who maintains such a dataset, in particular to protect the identi-
ties of these people. Nevertheless, although this fact poses several
threats to the validity when analyzing these datasets, especially the
AIAAIC repository and the AIID have already been accepted by re-
searchers due to their detailed qualitative entries [21, 22, 55], which
have served as the basis for several scientific studies (cf. Section 7).

2.3 Safety and Security
Safety and security are essential quality attributes of any system,
especially if it involves weaknesses (e.g., vulnerabilities) whose
exploitation could cause harm [31, 32, 37, 62]. Safety (i.e., human
safety, functional safety) is aimed at implementing a system so that
it causes no harm to itself, its users, or the environment by ensuring
that the system operates as intended [31, 60]. Typically, ensuring
safety is oriented towards two categories of failures: systematic or
hardware failure. These categories are usually addressed by refer-
ring to the software integrity level (SIL), which is the fundamental
measurement for estimating safety [6, 31].

Security refers to the protection of a software system against
unauthorized parties, for example, malicious data access or ma-
nipulation, by addressing security goals [19, 32, 62]. These goals

https://doi.org/10.5281/zenodo.11946279
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include the well-known CIA triad (i.e., confidentiality, integrity,
availability) and three additional goals for information security
(i.e., accountability, authorization, non-repudiation) [47, 69]. Over-
all, security is typically characterized by assets (e.g., threatened
data), threats (i.e., unwanted events that may cause harm), risks
(i.e., actual exploitation of weaknesses), and countermeasures (e.g.,
authentication mechanisms) [32, 58, 62].

Although both safety and security pursue similar goals at dif-
ferent levels (i.e., protection), there are various cases where both
connect and depend on each other. In particular, security plays
an essential role in protecting safety-critical systems [18, 28], for
example, cyber-physical systems like predictive-manufacturing sys-
tems [52] or vehicles with autonomous driving capabilities [84].
Consequently, security issues typically have great impact on the
actual safety of safety-critical systems [18, 28, 51].

3 METHODOLOGY
Next, we detail our methodology, including our research goal and
research questions, study design, as well as study conduct.

3.1 Goal and Research Questions
For our case survey, we defined our research goal as providing an
understanding of what and how reported AI incidents relate to
safety and security. To achieve this goal, we defined two specific
Research Questions (RQs):

RQ1 How prevalent are AI incidents that jeopardize safety
and/or security?
First, we aimed to assess how AI incidents in the context of
safety and security evolved. Precisely, our objective was to
provide a chronological overview to analyze the occurrence
of these topics over time to reveal trends.

RQ2 How do AI incidents relate to safety and/or security?
Second, we aimed to shed light on the contexts in which
the AI incidents occurred, aiming to identify and classify
recurring patterns of safety and security issues. By going into
the details of these AI incidents and their consequences, we
discuss the relations between AI, safety, and security.

Through our study, we aim to provide a comprehensive overview
and understanding of the connections between AI incidents, safety,
and security. Thereby, we contribute insights for practitioners and
researchers that can help design as well as implement more secure,
safe, and trustworthy AI systems.

3.2 Study Design
We conducted a case survey by building on published reports that
we mined from AI incident databases. Overall, our study design
follows common recommendations for mining datasets in software
engineering [85] and we aimed to meet the respective data quality
criteria during the evaluation process as well as the subsequent
interpretation of the data [8]. Our actual analysis of the cases’ AI
incidents is based on twomethods (cf. Figure 1), namely (1) amanual
data analysis and (2) an automated topic modeling based on Latent
Dirichlet Allocation (LDA) [7].

full-text selection 

AIAAIC AIID AVIDWitWiAI
183 27 14 16

duplicate removal
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AIAAIC AIID AVIDWitWiAI
1,294 632 423 48

Figure 1: Methodological overview of our study (i.e., data
selection and analysis). The gray numbers indicate the total
number of AI incidents we considered after each step.

Datasets. We relied on four AI incident databases, namely the
AIAAIC repository,2 the AIID,3 the AVID,4 andWitWiAI.5 The AIID,
the AVID, and WitWiAI are largely involving entries that are listed
in the AIAAIC repository, too—but they also include a number
of different entries, which helps us to gain even broader insights
into the topic. Specifically, while the AIAAIC and AIID focus on
generally collecting and cataloging AI incidents, the WitWiAI lists
incidents based on the geographical distribution of incidents. In ad-
dition, the AVID includes only incidents related to security-related
weaknesses. In the context of our study, we relied on the categories
of the AIAAIC repository and transferred them to all datasets, as re-
searchers consider them to be reasonably structured [67, 82]. These
categories are represented via 16 open-access data entries, for in-
stance, on an incident’s occurrence years, domains, systems, risks,
and an URL. Through the URL, it is possible to access a correspond-
ing incident entry on the respective website. We argue that the four
datasets are highly valuable and appropriate to meet our research
goal, because they are currently the largest datasets on this topic
with the highest data quality [48, 67, 82], strengthening the relia-
bility of our survey. Identically, that these datasets have been used
in published studies, for example, in the context of privacy [15] or
domain issues [9], increases our confidence in the datasets.
Data Selection.We defined four Selection Criteria (SCs) to include
only entries that are feasible for answering our research questions:
SC1 The incident occurred during the past decade (2014–2023).
SC2 The incident sources (i.e., reports) are still available.
SC3 The entry describes an actual incident (i.e., not an issue that

may lead to an incident).
SC4 The incident poses risks to safety, security, or both.
We restricted the time frame to consider only recent AI incidents,
arguing that these entries are more relevant to our study and its
goal of understanding temporary issues. Moreover, in recent years,
there have been significant developments in the context of AI sys-
tems [23], highlighting that older incidents may already be outdated

2https://www.aiaaic.org/aiaaic-repository, accessed January 02, 2024.
3https://incidentdatabase.ai, accessed January 02, 2024.
4https://avidml.org, accessed January 02, 2024.
5https://map.ai-global.org, accessed January 02, 2024.
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(SC1). By checking whether the original reports still exist, we in-
tended to ensure that the AI incidents did actually occur and that
we could collect as well as verify background information. Note that
we cannot fully ensure that each incident actually took place, since
a validation of each individual report is out of our scope. Instead,
we rely on the quality controls performed by the dataset owners
(SC2). Moreover, the datasets contain both incidents (i.e., an event)
and issues (i.e., public concerns on potential impacts) regarding
AI systems. We focus solely on incident entries because these are
events that actually occurred and do not rely on assumptions (SC3).
Lastly, we ensured that the selected entries are actually part of our
study’s thematic scope (SC4).
Extracted Variables. For our manual data analysis, we relied on
eight categories from the AIAAIC dataset. Furthermore, we added
two more categories as additional classifications of the incidents
based on the given data entries (i.e., context and serious consequences,
both named by the authors). We classified each category according
to three superordinate topics. Please note that we partly renamed
the following categories compraed to the AIAAIC for better under-
standing (e.g., sector into domain):
Ð Entry attributes provide the context of an incident, specifi-

cally a clear identification as well as where (i.e., domain) and
when the incident occurred, including:
• ID: The unique identifier of any entry, taken unchanged
from the datasets (e.g., AIID-000).

• Occurrence year: The year in which the incident oc-
curred for the first time.

• Domain: The primary domain of the impacted system
(e.g., automotive).

 Systems specify in what systems with what specifications the
incident occurred, including:
• Name: The name of a system that is primarily involved
in the incident.

• Technology: The technology that was deployed in the
system (e.g., computer vision, robotics).

• Purpose: The objective goal of the system (e.g., identify-
ing persons).

 Incidents characterize each incident, its properties, and its
general severity, including:
• Origin: A classification of each incident as either misuse
(i.e., an issue caused by misusing an AI system either tech-
nically or ethically) or as misbehavior (i.e., an unwanted
issue of an AI system that does not correspond to the
intended behavior).

• Risks: Any additional risks occurring due to the incident
(e.g., for reliability, robustness).

• Serious consequences: A specification whether an issue
was actually exploited (i.e., related to security), resulted in
a serious accident (i.e., related to safety), or did not result
in serious consequences despite the incident itself.

• Harms: The negative impact caused by the incident (e.g.,
physical injury, system update).

This categorization is feasible for addressing our research questions
and defines detailed background on each AI incident.

In addition, we performed a topic modeling according to the
guidelines of Agrawal et al. [1] to classify the working areas of the

systems involved (e.g., prediction systems, generative AI). By doing
this, we aimed to provide an additional classification to address
RQ2. The topic modeling we used is based on LDA, which is a
statistical model that helps uncover topics within a collection of
documents (i.e., AI incidents) [7]. For our analysis, we assumed that
each AI incident (i.e., title and description taken from the datasets)
represents a topic that is characterized by a specific distribution of
words.We argue that LDA is appropriate for our study, as it is a well-
established method in research related to software engineering [11],
including the fields of safety [34] and security [75].

3.3 Study Conduct
In the following, we describe our data selection and analysis process
according to our research methodology (cf. Figure 1).
Manual Data Analysis. The first author accessed and downloaded
all datasets on January 02, 2024, and merged them in a central Excel
spreadsheet. At this point, all datasets together comprised approx-
imately 2,400 AI incidents (AIAAIC repository: 1,294; AIID: 632;
WitWiAI: 423; ACID: 48). First, we deleted all incidents that were
out of scope according to all our selection criteria (i.e., considering
event date, report availability, actual incidents, and safety or secu-
rity context). This exclusion step resulted in a total of 648 incidents
that posed risks to safety and security. Second, the first author
deleted duplicates, after which we ended up with 442 entries. Third,
we examined the remaining entries in detail based on our selection
criteria, which resulted in us discarding 202 entries as not relevant
according to our thematic focus and the entries’ limited connection
to safety and security. Consequently, we considered a total of 240
incidents as relevant with respect to our research goal. Note that
we partly relabeled or grouped existing classifications of categories
if these were incomplete or difficult to understand from our per-
spective. All selected incidents were manually validated by the first
author to ensure that the classifications are correct and understand-
able. Lastly, the first author analyzed the 240 AI incidents based on
our defined categories to address our research questions.
Topic Modeling. The first author implemented the topic modeling
in a Python script, which uses the libraries NLTK, stop_words, and
gensim. At first, we reduced the complexity of the AI incidents (i.e.,
titles and descriptions) by applying four pre-processing steps:
(1) automated hyperlink and tag removal,
(2) tokenization of the texts (i.e., into words),
(3) lemmatization of the tokens (based on Penn Treebank tagset),
(4) vectorization of the classified tokens (based on term frequency-

inverse document frequency).
Next, we applied LDA on the pre-processed data, using experimen-
tation to identify the best fit. Specifically, the first author varied
the number of topics 𝑘 from five to 20 with between 100 and 500
iterations (steps of 100) to identify the optimal numbers oriented
towards the coherence value. Our experiments yielded the high-
est coherence value of around 0.6 for 𝑘=12 using 200 iterations,
with the scores implying reliable results [78]. Then, we defined the
hyper-parameters of the algorithm as 𝛼 = 𝑘 and 𝛽 = 0.01. Finally,
the first author labeled the LDA topics with feasible categories by
using an open-card sorting method and added these into the Excel
spreadsheet. The first author manually validated all topics, which
led to the grouping of five topics (i.e., eight AI incidents) as a new
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category we refer to as Other—since these were hardly represented.
Thus, we relied on a final number of seven topics.

4 RESULTS
In this section, we report our results according to our superordinate
topics (i.e., entry attributes, systems, and incidents). Note that the
detailed results (i.e., harmonized datasets) can be found in our
published replication package.1

4.1 Ð Entry Attributes
First, we analyze the entry attributes, via which we aimed to dis-
cover the general relevance and trends of incidents connected to
safety, security, and both together (cf. Section 5.1). In this context,
we focus on the occurrence years (cf. Figure 2) and domains.

Ð Safety.We identified 132 AI incidents in the context of safety
(small sub-bar on the left in Figure 2). These generally represent a
growing number of incidents since 2014 (0). Still, from 2015 (5) to
2019 (9), the number of incidents related to safety reported each year
were at an almost constant level, with an average of 10 incidents per
year. Since 2020 (17), we can observe another step towards more AI
incidents being reported every year with 26 incidents in 2021 and
2022, respectively. Interestingly, we found fewer incidents in 2023
(19). We identified a wide range of 14 domains. The most relevant
domains are automotive (76), healthcare (14), and transport/logistics
(12). Other domains that occur fewer times include manufacturing
(6), entertainment (4), general technology (4), or military (3).

Ð Security. Overall, we found 62 incidents related to security
(small sub-bar in themiddle in Figure 2). Their number has generally
been increasing since 2016 (5). In fact, we identified the first reported
incidents in 2016, followed by seven in each 2017 and 2019—but
with no reported incidents in 2018. Throughout the next two years,
we only found two (2020) and four incidents (2021). Surprisingly,
the number of security incidents reported has sharply increased for
2022 with 11 incidents and 2023 with 26. The incidents took place in
14 domains, partly in systems that are used in several domains or are
domain-independent (8). However, in general, the technology sector
(19) dominates the reported incidents. Other relevant domains are
consumer goods (8), entertainment (6), finance (6), and research (5).
The less mentioned domains include education (2), government (2),
and healthcare (2).

Ð Safety and Security. We identified 46 incidents that pose a
critical risk to both safety and security at the same time (sub-bar to
the right in Figure 2). From 2016 with three incidents (no incidents
in 2017), the number of incidents has increased in 2018 (1), 2019 (4),
2020 (7), and 2021 (12). After a slight decrease in 2022 (8), we found
11 incidents in 2023. The incidents cover 14 domains, including
technology (7), finance (6), and healthcare (5) as the most important
ones. In addition, there are incidents related to automotive (5),
business (4), government (4), entertainment (3), and education (3).

4.2  Systems
Second, we analyzed which systems were impacted (i.e., system
name), which technologies they are based on, and which purpose
they were originally intended to serve. In addition, we present

all safety security safety & securitynumber of incidents

o
ccu

rre
n

ce
 ye

a
r

0

10

20

30

40

50

60

2015 2016 2017 2018 2019 2020 2021 2022 20232014

0
5

17 17
11

21
26

42
45

56

Figure 2: Number of incidents posing critical risks to safety,
security, and both safety and security (2014–2023).

the incident categorization into working areas based on our topic
modeling (cf. Figure 3).

 Safety.The impacted systems are very diverse. However, thema-
jority of safety incidents occurred in the context of the Tesla driver
assistance and autopilot system (50) and Cruise autonomous driv-
ing systems (9). Other systems occur significantly less frequently,
for example, four cases in the context of Generative Pretrained
Transformers (GPT) or three cases in the context of Google nav-
igation applications. We could not specify 29 systems based on
the dataset entries. Corresponding to the dominance of automotive
systems, the impacted technologies are most often: partly combined
computer-vision-related driver assistance systems (50), self-driving
systems (29), and robotics (17). Other technologies refer to large-
language models and natural-language processing (9) or use case-
specific deep-learning methods based on artificial neural networks
(6). Consequently, common purposes include automated steering,
acceleration, and braking (72) as well as generating text to provide
information (9). Interestingly, we also found safety incidents related
to the prediction of health states (6).

Topic modeling: Most of the AI systems analyzed (76) are related
to automated vehicles. Furthermore, there are several incidents
related to the topics of robotics systems (21), prediction systems
(17), generative AI (12), and automated air vehicles (4).

 Security. The most dominant systems in the context of security
are ChatGPT (14) and Apple FaceID (5). Further systems are quite
widespread, including chatbots like Microsoft Tay (1) or Google
Bard/Gemini (1), diverse face recognition systems like FaceTag (1),
or banking systems like the HSBC voice recognition system (1). Six
systems are unclear or unknown. Thus, the common technologies
refer mainly to large-language models and natural-language pro-
cessing (21) as well as facial recognition (14). Other technologies
are based on generative adversarial networks, for example, in the
context of deepfakes (6), as well as use case-specific artificial neural
networks (6). We found that the main purposes are oriented towards
generating text to provide information (17) as well as strengthen-
ing the security of a certain system (14). Other purposes involve
defrauding (3), image generation (3), or identification of people (3).

Topic modeling:We classifiedworking areas mainly in the context
of generative AI (29), computer vision (18), as well as monitoring (5)
and prediction systems (4). In addition, six systems are categorized
as “Other,” for instance, including financial service systems (2) and
development systems (2).
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Figure 3: Number of incidents in each working area based
on the topic modeling results, classified according to safety,
security, and both safety and security.

 Safety and Security. The systems that are impacted by an
incident connected to safety and security are typically not specified
(25) or are highly diverse. For instance, these systems include the
Uber driving system (2), ElevenLabs (2), or the iProov face verifier
(1). Interestingly, we found that most systems rely on technologies
related to facial recognition (13) or generative adversarial networks
for deepfakes (12). Other systems relate to location tracking algo-
rithms (2) or decision-support systems (2). Consequently, common
purposes include defraud (17), tracking and monitoring of persons,
or strengthening system security (2). The less frequently mentioned
purposes are the prediction of actions (1) or the increase in operat-
ing efficiency in data sharing (1).

Topic modeling: Typical working areas that we extracted are
generative AI (15), computer vision (12), and monitoring systems
(10). Furthermore, we found systems related to robotics systems (3),
automated vehicles (3), and prediction systems (2).

4.3  Incidents
Third, we analyzed the incidents and their characteristics. In par-
ticular, we focus on the origin of the incident, the risks that arose,
if there were any serious consequences, and the actual harms. Note
that, especially in the context of harms, information is usually miss-
ing, as it is often omitted from the sources for legal reasons. Thus,
we can assume that the trends in the context of harms are actually
more severe than it seems (e.g., economic loss, system updates).

 Safety. We found that most incidents related to safety (123) are
caused by misbehavior of an AI system. Examples for this are the
crash of a Tesla Model S (e.g., AIAAIC0188) or faulty predictions
of healthcare AI systems (e.g., AIAAIC0657). The remaining inci-
dents (9) refer to misused AI issues, for instance, delivery drivers
who are forced to take unsafe routes due to an AI-driven navi-
gation algorithm (e.g., AIAAIC0753). Besides threatening safety,
these incidents also pose risks regarding outcome accuracy and
reliability (104), robustness (12), the environment (11), and ethical
concerns (10). Interestingly, in 91 cases, the incidents had serious
consequences, while only 41 cases did not actually result in critical
safety-related harm—or could be prevented in time. The incidents

caused several external harms, including 30 cases of fatalities (e.g.,
AIAAIC0586), 26 cases of injuries (e.g., AIAAIC0918), and nine cases
of substantial economic loss (e.g., AIAAIC0677). Moreover, there are
internal harms, which are mainly related to 55 cases pf regulatory
investigations (e.g., AIAAIC1176). Other such harms include system
updates (12) or system suspension (6), for example, in the context
of a security robot that hit persons (e.g., AIAAIC062).

 Security. In the context of security-related incidents, we found
31 cases each for misbehavior of the AI system and misused AI
issues. For example, there was amisconfiguration of the facial recog-
nition software ClearviewAI (i.e., misbehavior) resulting in authen-
tication issues (AVID-2023-V007) or a GPT-based Twitter chatbot
that was misused for hijacking purposes (i.e., misused AI issue)
via prompt injection attacks (AIID-352). The identified incidents
pose particular risks regarding accuracy and reliability (29) as well
as privacy (28). Moreover, there are also several ethical concerns
(9). Overall, 37 incidents are related to the exploitation of certain
weaknesses, for example, misusing ChatGPT to perform remote
code executions (AVID-2023-V027) or backdoor attack on deep-
learning models in mobile apps (AVID-2023-V013). In 25 cases, the
existing weaknesses were not maliciously exploited but detected,
for example, a vulnerability in the SenseNets facial recognition sys-
tem (AIAAIC0196) or Apple Face ID failure due to nearly identical
persons (AIAAIC093). External harms mainly relate to privacy loss
(6), data breaches (6), and economic loss (6). Examples for these are
the misuse of MathGPT for code executions via prompt injection
(AVID-2023-V016) or the creation of an AI impersonation to scam
people resulting in thousands of USD loss (AIAAIC1006). Further-
more, internal harmsmainly refer to system updates (10) and system
suspension (5), for instance, camera hijacking on a facial recognition
system that was updated to solve the weakness (AVID-2023-V005).
For 38 incidents, harms are not further specified.

 Safety and Security. Incidents that pose risks to both safety and
security are slightly more related to misbehavior of the AI systems
(25) compared to misused AI (21). Such incidents include the facial
recognition system Everseen (i.e., AI misbehavior) that comprised
several serious bugs (WitWiAI-03) or the misuse of AI-generated
audio deepfakes (i.e., misused AI) to threaten people and gain access
to sensitive data (e.g., AIAAIC1117). The identified incidents pose
additional risks to accuracy and reliability (14), privacy (13), and
ethical concerns (10). In 32 cases, malicious actors exploited weak-
nesses or caused serious safety-related consequences. For example,
biometric cameras were hacked, resulting in serious privacy and
safety concerns (e.g., AIAAIC0507). We found only 14 incidents with
no serious consequences, such as unintended sharing of healthcare
patient data (e.g., AIAAIC0647). While concrete harms are typically
not specified (33), there are several cases regarding external harms
including economic loss (6), manipulation (6), and privacy loss (5).
For instance, there are various cases in which deepfakes were used
to manipulate authentication systems or people and extort money,
leading to privacy violations and theft (e.g., AIAAIC1020). Also, we
found incidents that led to regulatory investigations and litigation
(7), system updates (5), and system suspensions (3). For example, a
Tesla Model S was remotely controlled by hackers (AIAAIC067) and
a hotel robot showed serious security vulnerabilities (AIAAIC0681).
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5 DISCUSSION
In this section, we discuss the results of our analysis to answer our
research questions. Precisely, we first analyze our chronological
overview of the distribution of AI incidents related to safety, secu-
rity, and their intersection (RQ1). Then, we study the most relevant
causes and contexts of common AI incidents (RQ2).

5.1 RQ1: Topic Relevance
Not surprisingly, our results underpin an increasing number of
AI incidents related to safety, security, and their intersection. In
turn, this shows the growing relevance, and thus importance, of
the topic to the research and development communities. When
comparing the years 2020 and 2023, the number of all incidents
has actually almost doubled within these four years (cf. Figure 2).
Seeing this trend and the continuously growing use of AI systems,
we assume that the number of incidents is likely to continue to rise
considerably in the coming years. Interestingly, most contemporary
incidents relate to safety (132), followed by security (62), and the
intersection between both (46).

Regarding safety incidents, we found particularly high and con-
stant numbers of incidents also from 2020 to 2023. This trend is
mainly due to incidents related to the automotive domain, for exam-
ple, in autonomous driving. Precisely, between 2021 and 2023, there
were 45 incidents in the automotive domain, which accounts for
approximately a third of all incidents (34 %) since 2015. We argue
that this dominance has also implications for the distribution of
the incidents related to the intersection of safety and security, for
example, when components of safety-critical cyber-physical sys-
tems (e.g., vehicles) were hacked and resulted in safety violations.
So, the intersections of safety and security incidents underpin the
complexity and potential multifaceted risks associated with AI.

Interestingly, the number of security incidents has significantly
increased only from 2022 to 2023. In particular, we found incidents
and challenges related to the spread of one new technology: genera-
tive AI—which has had a huge impact on the AI-systems landscape.
Specifically, incidents with generative AI from 2023 onward ac-
count for 27 % of all security incidents in the last ten years. This
finding matches results of recent studies that highlight great se-
curity risks of generative AI, especially related to the fulfillment
of relevant security goals (e.g., CIA triad) [14, 30]. In fact, 2023
is also the first year with more reported security than safety in-
cidents. Consequently, we can observe a slight shift from a high
number of safety incidents to more security incidents and those
related to both. Moreover, 2023 is also the first time in five years
at which the number of security incidents as well as incidents in
the intersection of safety and security together is higher than those
incidents that cause safety risks only. This fact emphasizes the
emerging role of security in the context of AI systems, for example,
regarding their potential to fail [82] or being misused [13]. Fur-
thermore, it also shows the growing dependencies between safety
and security, especially in the context of complex safety-critical
systems [51]. Note that additional influences may reinforce the
trends we observed all the more, such as the increasing number
of functions of such AI systems (i.e. features), their configurations,
and (cross-)dependencies [50, 52, 53].

RQ1 – Topic Relevance:AI incidents related to safety, security,
and the intersection between both are an increasingly relevant
topic. While safety incidents dominated between 2015 and 2022,
2023 marked a shift towards more security incidents, emphasiz-
ing the emerging and critical role of security, in particular in the
context of generative AI.

5.2 RQ2: Main Incidents and Contexts
We identified that safety and security incidents typically occur in
different domains. Although this fact was not surprising, it shows
that AI systems and their specifications for these domains pose
high risks, either to safety or security. In detail, regarding safety,
most reported risks occurred in the context of the automotive or
healthcare domains, while security incidents occurred more often
in the general technology sector. For incidents referring to both
safety and security, we found that the respective systems are ei-
ther applicable to multiple domains or refer to domains that are
typical for either safety or for security. Interestingly, we observe a
similar situation regarding the working areas, their technologies,
and associated purposes. So, based on the working areas in which
incidents happened, we identified patterns regarding the systems
that are particularly frequently affected, and thus pose major risks
to safety, security, or their intersection. Note that the working areas
are significantly related to the domains, but can also deviate from
them (e.g., robotics in healthcare vs. robotics in manufacturing). In
Figure 4, we illustrate the patterns we identified based on the two
dominant working areas for each risk.

Safety. Regarding safety, typically autonomous vehicles (e.g., cars)
in the context of their abilities in assisted driving (i.e., autonomous
driving, driver assistance systems) lead to issues. So, the preva-
lence of computer-vision-related driver assistance systems and
self-driving systems (i.e., automated steering, acceleration, braking)
implies that incidents often arise from complex machine-learning
models involved in decision-making processes. Surprisingly, these
issues occur due to unwanted or unexpected errors of the systems
themselves. These errors usually lead to serious consequences (78 %)
like human fatalities or injuries. Accordingly, these are often prob-
lems that actually pose significant risks to people’s safety. Our
findings in this regard are also in line with current research in the
automotive sector [40, 72]. The great risk regarding the systems’
reliability (79 %) is one of the main reasons for the much-discussed
legal basis and the difficulties in the implementation of these sys-
tems in actual traffic [5].

The second pattern refers to robotics systems in process automa-
tion (e.g., in manufacturing). Similarly to autonomous vehicles,
incidents are highly related to errors in AI systems that lead to se-
rious consequences in most cases (78 %). This problem is currently
discussed in the research community, leading to novel approaches
based on machine-learning systems to prevent such kind of robot-
ics malfunction [81]. However, we argue that machine-learning
systems in such contexts pose additional risks that typically refer
to both safety and security. Specifically, the data models of moni-
toring systems (e.g., condition monitoring) or prediction systems
(e.g., predictive maintenance) might be compromised by malicious
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Figure 4: Overview of the most common patterns of AI incidents oriented towards risks, working area, technology, origin, and
serious consequences. The numbers indicate the number of AI incidents according to the working areas.

actors [52], potentially leading to economic damage but also human
harm. Recent studies have already shown that machine-learning
models can involve vulnerabilities that may be exploited by adver-
sarial attacks [43, 64]. These in turn can lead to fatal misclassifica-
tions, and thus again AI misbehavior with safety risks.

A working-area-independent perspective of safety incidents (cf.
Figure 5) shows that the trend of misbehavior as the cause of is-
sues can generally be related to safety risks. In detail, 93 % of the
identified incidents are due to incorrect behavior of AI systems,
of which 72% lead to serious safety violations (e.g., injuries). Sur-
prisingly, the few cases of misuse (7 %) have hardly had serious
consequences. These results may indicate that the safeguards in
place to prevent misuse or the nature of the misuse itself may be
less prone to causing severe harm. So, we argue that there is a
critical need for improving the accuracy and reliability of these AI
systems, especially those deployed in safety-critical environments
(e.g., cyber-physical systems).

RQ2 – Safety: Safety incidents, particularly in autonomous
vehicles and robotics for process automation, frequently result
from system misbehavior and often include serious consequences
to both functional and human safety.

Security. Referring to security, generative AI is the most dominant
working area (47 %) leading to incidents. Precisely, these issues are
mainly related to large-language models (69 %), for example, large-
language model-based systems like ChatGPT. These are usually
based on supervised-learning strategies, meaning they do not learn
actively, but are based on data that must first be labeled for learn-
ing purposes [68]. Large-language models are typically intended
to support people (e.g., developers) by providing information to
understand topics and solve tasks [36]. Interestingly, in 65 % of

the related incidents, their abilities are misused, which typically
leads to serious consequences in 77 % of the cases. The possibilities
of misuse in the security context are manifold. They range from
generating remote code executions (e.g., AVID-2023-V027), over
hijacking by using prompt injections (e.g., AIID-352) to phishing
emails in the context of social engineering (e.g., AIAAIC1211). In
this context, we argue that the misuse mainly jeopardizes the three
goals of the CIA triad (i.e., confidentiality, availability, integrity) as
well as authorization. Moreover, the capabilities of large-language
models are misused both on a technical level and on an ethical level.
The use of large-language model-based systems has been subject of
much discussion not only in the media but also in research, particu-
larly since the release of ChatGPT in 2022 [54]. However, regulating
generative AI based on standards and laws is not trivial and leads to
a variety of problems, including limiting the actual potential of the
technology [27]. Note that generative AI, in particular ChatGPT,
also involves several cases of misbehavior (35 %), especially in the
context of privacy violations, which poses additional requirements
for the creation and implementation of legal regulations. Conse-
quently, in addition to security, generative AI also entails additional
risks in terms of accuracy, reliability, and privacy.

The second pattern we identified is related to the working area
computer vision (29 %), in particular facial-recognition systems
(83 %). Although facial-recognition systems cover various use cases,
they share the common characteristic that they are related to au-
thentication issues (e.g., Apple FaceID). The identified incidents
usually refer to misbehavior (73 %), which, however, somewhat
more often does not lead to serious consequences (55 %). For in-
stance, bugs in the recognition of faces by smartphones typically do
not lead to serious security violations like unlocking a device by a
twin (e.g., AIAAIC099). Nevertheless, we have found 45 % more seri-
ous cases, like successful camera hijacking, leading to unauthorized
access and system failure (e.g., AVID-2023-V005). In this context,
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Figure 5: Likelihood of serious consequences (most common trend marked in gray) according to risks and their general origins.
The numbers indicate the number of AI incidents.

we argue that there are again major violations of the security goals
of the CIA triad (confidentiality, integrity, availability) as well as au-
thorization. Furthermore, the incidents related to facial-recognition
systems involve not only security risks, but also risks regarding
reliability, but above all privacy, since sensitive personal data is
often handled by these systems. Ensuring the correct operation
and security of facial-recognition systems is therefore all the more
essential, not only to generally prevent risks but also to actively
mitigate them in the event of an attack [74].

Overall, AI incidents related to security can be found in the
context of both misbehavior (e.g., computer vision) and misuse (e.g.,
generative AI) due to the systems’ technological diversity (50 %
in each case). However, as we display in Figure 5, both origins
generally lead to serious consequences, and thus serious violations
of security and privacy. This finding highlights once again the close
connection between security and privacy.

RQ2 – Security: Security incidents, especially in generative AI
(i.e., large-language models) and computer vision (i.e., facial-
recognition systems), involve both misuse and misbehavior,
mainly leading to serious consequences and jeopardizing sys-
tems’ confidentiality, integrity, availability, and authorization.

Safety and Security. Incidents related to both safety and security
violations are quite diverse, indicating a greater independence from
domains and working areas. However, we identified two patterns
that occur more frequently. Interestingly, both refer to the same
working areas like the incidents that solely relate to security. The
first pattern is related to generative AI (33 %) for the generation of
deep fakes (80 %). These deep fakes typically involve images, audio,
and videos. In all cases, the deep fakes are misused for criminal
purposes with 75% resulting in serious consequences. Typically,
criminals use deep fakes in the context of defraud and unauthorized
access, implying that in particular authentication mechanisms are
jeopardized. So, we argue that there are particularly violations of
the security goals confidentiality, integrity, authorization, and non-
repudiation. Furthermore, due to the misuse of deep fakes, several
harms occur for affected people or companies, including serious
safety threats, loss of personal rights, or even economic damage (e.g.,
AIAAIC1005, AIAAIC1117). The prevention of a possible system

compromise via deep fakes is already being discussed in research,
involving several approaches that focus on the effective detection of
AI-generated images, audio, or videos [57]. In the context of defraud
or even extortion, the regulation of generative AI in particular is a
topic that is linked to numerous ethical issues [56].

The second pattern refers to the computer vision working area
(26 %) and is quite similar to the second pattern of the incidents
that related only to security. Precisely, 83 % of these systems are
facial-recognition systems whose misbehavior (90 %) leads to se-
rious consequences (56 %); jeopardizing confidentiality, integrity,
availability, and authorization.We emphasize that the patterns differ
in particular in the fact that serious consequences occur somewhat
more frequently in the context of safety and security. Nevertheless,
we argue that the patterns relate to quite similar systems at techno-
logical level, for example, in the context of identity verification. The
difference here, however, is that these systems also affect people’s
safety through their misbehavior. For example, the incorrect identi-
fication of people during the COVID-19 pandemic led to infected
people coming into contact with healthy people (e.g., AIAAIC0593).
This example highlights the connection between security and safety,
namely the need for correct and reliable security mechanisms (i.e.,
authentication) to ensure human safety. In Figure 5, we display
the general considerations of all incident consequences related to
the intersection of safety and security, which shows that these are
mostly serious (70 %). This finding is evident for both misbehavior
(54 %) and misuse (46 %).

RQ2 – Safety and Security: The intersection of safety and
security incidents (i.e., deep fakes, facial recognition) often re-
sults in serious consequences, emphasizing the close connection
between security and safety, with implications for system relia-
bility, confidentiality, integrity, availability, authorization, as
well as human safety.

When comparing incidents related to security, safety, and their
intersection, several contexts emerge. While incidents that only
occur in the context of safety mostly relate to functional safety
(i.e., damage to environments, systems, users), they can also impair
human safety (i.e., human injuries). Moreover, they are typically
caused by both software and hardware failure (i.e., misbehavior).
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In the case of additional risks regarding security, these are usually
exclusively related to human safety and software failure. Further-
more, we argue that safety incidents mostly relate to the automa-
tion of hardware (e.g., steering, braking), while security adds a
strong context to or even replaces this focus with authentication.
Interestingly, we found only very few cases where both safety and
security are jeopardized in the context of automated (safety-critical)
systems, such as a car which was remotely controlled by hackers
(AIAAIC067). Possible reasons given in the datasets are diverse (e.g.,
non-disclosure of information to avoid economic damage), which
is why we strongly recommend further research in the intersection
of safety-critical AI systems and security.

6 THREATS TO VALIDITY
There are several threats to the internal validity (i.e., correct attri-
bution of data to variables), external validity (i.e., generalizability
of findings), and construct validity (i.e., accuracy in representing
theoretical concepts with data) of our study which we discuss in
the following.
Internal Validity. There may be threats in the contexts of misin-
terpreting the AI incidents as well as the reports they reference.
We encountered AI incidents with different levels of detail and
terminologies due to the diversity of authors as well as responsible
persons of the datasets (e.g., different nationalities). This fact led
to various interpretations on our side. In addition, we also made
adjustments within the existing datasets to use standardized terms
and enable a better overall understanding. We addressed these
threats by applying strict selection criteria to ensure an appropriate
quality as well as a clear connection to our research goal and its
associated main field (i.e., security, safety). Moreover, we validated
our classifications and performed LDA, which provided suitable
topics, particularly for the domains, technologies, and purposes.
This, in turn, also mitigated the threat of misclassifications.
External Validity. The external validity is threatened by the fact
that we may have missed relevant incidents, for example, due to
incidents that we deleted because they seem identical—but that
actually comprise (slightly) different characteristics (e.g., incidents
related to automated driving). In addition, we only relied on AI in-
cident datasets that mainly refer to media reports, usually without
scientific foundation. The datasets may not represent all relevant
incidents that actually occurred, since they are oriented towards
media interest (cf. construct validity). A comparison with other
datasets, for example, the National Vulnerability Database in the
context of security vulnerabilities, could have provided additional
credibility here. However, we argue that we based our study on
the four largest AI incident datasets, whose high data quality is
also validated by recent scientific literature [48, 67, 82]. Further-
more, we based our study on a sufficient high number of incidents
(240), which allows the extraction of partly expected trends (e.g.,
risks of generative AI). Nevertheless, we are aware that an even
higher number of incidents would have been contributed towards
providing even more generalizable conclusions.
Construct Validity. Although there are several incidents that
are reported in scientific studies, for example, regarding black-box
backdoor attacks on deep-learning models [44], most incidents we
studied are based on articles from reputable newspapers. These

typically rely on the opinions of their authors who do not write
through the lens of safety and security, implying potentially biased
data. The same applies to the responsible persons of the datasets,
who, however, probably have more experience in the context of AI,
safety, and security. Even though we are generally unable to verify
who exactly maintains the incidents, we trust the quality controls
of the owners, which are stated on their websites and in associated
scientific literature [55, 67, 82]. Although considering four datasets
resulted in broader insights, these rely on different data structuring
(i.e., classifications). Moreover, the descriptions of the incidents and
the reports themselves are completely unstructured. However, the
lack of structure also offered advantages, such as the possibility to
apply LDA as well as to obtain broader perspectives and opinions,
which are roughly comparable to conducting interviews with peo-
ple who are interested in AI systems [77]. Furthermore, we read
all AI incidents and associated reports and manually validated all
selected incidents to ensure that the classifications are correct and
understandable. So, we argue that the data has been checked several
times with regard to its structure and overall quality.

7 RELATEDWORK
Extensive research has been conducted at the intersection of safety,
security, and AI systems. It can be roughly classified into work
using AI methods for safety or security purposes as well as ensuring
safety and security for AI systems to overcome typical risks. The
former comprises diverse publications, for example, artificial neural
networks to analyze general security capabilities [66] or to detect
security risk factors in cloud computing [80], or using AI to identify
safety hazards in the construction industry [33]. The latter refers
more to potential risks, challenges, and incidents related to AI,
for example, security attack vectors of AI systems [63] or critical
patient safety in AI-driven medical environments [12].

There is only little research that is based on systematic analy-
ses of AI incidents datasets, which would be similar to our work
regarding methodology and data sources. Currently, most studies
rely either on the AIAAIC repository or the AIID. Burema et al. [9]
conducted an analysis of 125 AI incidents of the AIAAIC repository.
They focused on AI ethics from a domain perspective (e.g., automo-
tive, healthcare). Das et al. [15] examined 321 AI privacy incidents
based on the AIAAIC repository. Their data sample partly over-
laps with our data on security, since privacy concerns may relate
to security issues (e.g., training data protection). Moreover, Gol-
payegani et al. [24] analyzed 52 entries of the AIAAIC repository
that are related to healthcare AI systems. They created a catalog
of AI risks, sources, consequences, and their impact. Stanley and
Dorton [77] investigated 30 incidents of the AIID related to loss of
trust. Interestingly, the authors mentioned security concerns as one
relevant factor in losing trust in AI systems. Lastly, Nasim et al. [61]
analyzed 155 incidents of the AIID, focusing on ethical concerns.

In contrast to the related work, our study focuses on safety,
security, and their connections in the context of AI incidents. In
addition, we combined and harmonized the four currently largest
datasets on AI incidents oriented towards the AIAAIC repository
categories, giving us access to a greater body of knowledge. Thus,
we argue that we have conducted the most comprehensive work in
the field of AI incidents dataset analysis so far, which is of particular
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value to the research community. Overall, we contribute novel
insights from a practice-oriented perspective that have not been
reported in the related work.

8 CONCLUSION
In this paper, we presented a case survey based on reports from
four AI incidents datasets, namely the AIAAIC repository, the AIID,
the AVID, and WitWiAI. We focused on AI incidents in the context
of safety, security, and their intersection that occurred during the
past decade. So, we provide an overview of common AI incidents in
these fields as well as an understanding of the connections between
AI systems, safety, and security. The main findings of our study are:

• AI incidents related to security, safety, and their intersection
are an increasingly relevant topic that is currently slightly
shifting from more safety issues to more security issues,
including security cases with greater safety implications.

• Safety incidents (i.e., functional and human safety) mainly
occurred in the context of autonomous vehicles and robotics
for process automation, which frequently result from system
misbehavior and caused serious consequences (e.g., injuries).

• Security incidents are particularly related to generative AI
misuse (i.e., large-language models) and computer vision
(i.e., facial-recognition systems) misbehavior.

• Serious consequences related to security violations mostly
relate to a system’s confidentiality, integrity, availability, and
authorization, typically in authentication contexts.

• Incidents in the intersection of safety and security typically
stem from generative AI misuses (i.e., deep fakes) and com-
puter vision (i.e. facial recognition), mainly leading to serious
consequences in the context of human safety.

Based on our results, several implications for future research emerge.
In the context of safety and security, these include further inves-
tigations of safety-critical AI systems and security, for instance,
analyzing which additional attack vectors are created by the AI
capabilities (e.g., system evolution) and how these influence the
risks associated with misbehavior or misuse. In addition, we recom-
mend to extend our results by comparing security-related incidents
with entries of vulnerability datasets (e.g. National Vulnerability
Database). As a result, more in-depth information and associated
trends can be identified, in particular regarding the affected systems
and their configurations.
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