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ABSTRACT
Most modern software systems can be configured to fulfill specific customer requirements, adapting their behavior as required. However, such adaptations also increase the need to consider security concerns, for instance, to avoid that unintended feature interactions cause a vulnerability that an attacker can exploit. A particularly interesting aspect in this context are data storages (e.g., databases) used within the system, since the adapted behavior may change how (critical) data is collected, stored, processed, and accessed. Unfortunately, there is no comprehensive overview of the state-of-the-art on security concerns of configurable data storages. To address this gap, we conducted a systematic mapping study in which we analyzed 50 publications from the last decade (2013–2022). We compare these publications based on the configurable systems, data storages, and security concerns involved; using established classification criteria of the respective research fields. Overall, we identified 14 research opportunities, which we discuss in detail. Our key insight is that the security of configurable data storages seems to be under-explored and is rarely considered in a practice-oriented way, for instance, regarding relevant security standards. Furthermore, data storages and their security concerns are usually only mentioned briefly, even though they are either highly configurable or store critical data. Our mapping study aims to help practitioners and researchers to understand the current state-of-the-art research, identify open issues, and guide future research.

CCS CONCEPTS
• Security and privacy → Vulnerability management; • Software and its engineering → Software product lines.
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1 INTRODUCTION
In recent years, the amount of data (e.g., recordings, datasets) has massively increased, due to the growing complexity and interconnection of software systems [93, 106]. To handle this data in an appropriate way, it is stored, managed, and processed using a variety of storage systems, ranging from centralized databases over on-demand cloud storages to decentralized blockchains [27, 37, 112]. A growing number of such storages and the software systems they are part of is configurable [76], meaning that such systems comprise variability so that they can be configured to specific requirements, such as customer demands, industry standards, hardware limitations, or legal regulations. So, configurability allows developers to derive a set of similar, but adapted variants of a system by enabling or disabling certain features. While each feature ideally provides functionalities that increase the value of a system, it is also more complex to manage such configurable systems [6, 99].

Typically, the data stored in a software system involves private or security sensitive entries (e.g., personal data, company secrets). To protect this data, it is essential to process and store it in a secure way by relying on security patterns, models, and standards [100, 108]. Due to the uniqueness and complexity of configurable systems, there is a particularly high risk of becoming the subject of cyber attacks or simply revealing sensitive data [1, 64]. Attacks are often based on the exploitation of certain system vulnerabilities or malicious administrators and users, leading to unauthorized data access, data loss, or even data manipulation [20, 45, 63].

Not surprisingly, immense research in the intersection of configurable systems, particularly work based on software product lines (SPLs), and security concerns has been conducted in recent years [46, 64, 78]. There are several works that also investigate configurable data storages, for instance, in cloud robotics applications [43] or secure dynamic SPLs in cloud environments [66]. In this paper, we are particularly interested in such papers, since the
data storage of a configurable system is a major target for cyber
attacks and feature interactions may lead to data breaches [11, 40].

Despite extensive research on security and configurable systems, we are not aware of a systematic overview that focuses on the security of configurable data storages. Consequently, there is no comprehensive systematization of such storages, their security and variability concerns, or of future research directions. We conducted a systematic mapping study [98], aiming to address this research gap. Precisely, we analyzed 50 papers that are concerned with security and configurable data storages by searching through Scopus, IEEE Xplore, and the ACM Guide to Computing Literature for the last decade (2013–2022). Based on this dataset, we are able to summarize the state-of-art research and emphasize research gaps regarding the intersection of security and configurable storage systems. In detail, we contribute the following:

• A systematic and comprehensive overview of recent research on security in the context of configurable data storages.
• A discussion of what properties have been researched and opportunities for future research.
• An open-access repository including our detailed study results to increase the overall comprehensibility and ensure replicability.

We argue that our contributions help researchers and practitioners in identifying and understanding security concerns of configurable data storages more easily.

2 BACKGROUND

In the following section, we provide relevant background information on configurable systems, data storages, and security.

2.1 Configurable Systems

A configurable system is characterized by a number of features (i.e., user-visible functionalities [6]) that can be configured to meet customer needs, such as user requirements, hardware constraints, or legal regulations. We classify configurable systems into two categories: configurable software systems (e.g., plugin-based systems) and configurable storage systems (e.g., cloud-based systems). Usually, such systems rely on concepts, and techniques related to SPLs [6, 71, 99, 105]. Configurable features in an SPL are managed through variability mechanisms (e.g., variability models, such as feature models) to organize, implement, and document features with their dependencies [6, 28, 62, 91, 109]. Such mechanisms are typically supported by tools that check whether a configuration is valid, propagate configuration decisions [6, 67], and derive valid variants automatically (e.g., FeatureIDE [83], pure::variants [15]). Consequently, configurable systems can be described using the definitions of problem space (i.e., the domain abstraction), solution space (i.e., the implementation), and a mapping between both spaces (i.e., connection between both spaces allowing to derive variants automatically) [6]. Moreover, every configurable system can be verified based on certain attributes. For this purpose, three established strategies exist: feature-based (i.e., analyzing each feature in isolation without considering configurations or dependencies), product-based (i.e., analyzing a system configuration based on its code or an abstraction), and family-based (i.e., analyzing the whole configurable system including valid configurations) [118].

2.2 Data Storages

A data storage, a medium that is able to store specific data in a certain way, is usually classified according to one of three structures it employs, namely centralized, decentralized, or distributed [36, 128]. Centralized storages (e.g., centralized relational SQL databases) are built around one single unit handling all major processing or storage tasks (e.g., one server). Consequently, all machines are connected to the central unit where the data is stored [104]. In contrast, decentralized storages (e.g., decentralized NOSQL databases in a blockchain) rely on the distribution of processing or storage steps among several units with no or limited coordination [9, 128]. So, the dependency on an individual processing unit is much weaker than in centralized solutions [9, 12, 82]. If a decentralized storage provides (close) coordination between independent units, it is called a distributed storage [122, 128], for instance, inter-cloud environments relying on a variety of storages [22, 74].

Data storages usually operate in certain environments that are oriented towards self-hosting (i.e., an environment located on a local machine) or outsourcing. In the context of outsourcing, which has become increasingly widespread for enterprises in recent years, there are several common technologies, such as cloud, edge, and fog computing [23, 29, 37]. Such environments use a complex combination of software and hardware components, and are able to provide server-based storage space at a high level of efficiency, flexibility, scalability, and on-demand availability [80, 115]. Outsourced solutions often serve as underlying technologies based on which data storing and processing functionalities can be implemented, leading to service-based systems or infrastructures; usually called Software as a Service (SaaS) or Infrastructure as a Service (IaaS) [72, 73, 110].

2.3 Security

According to norms and standards established in practice (e.g., ISO/IEC 27000 series [53], ISO/IEC 25010 [52], ISO/IEC 29100 [57], NIST Guide for Conducting Risk Assessments [59]), security is a property of a software system aimed at protecting stored or processed data against a wide range of threats caused by attacks, vulnerabilities, errors (i.e., bugs), or nature (e.g., in the context of hardware). A threat is defined as an unwanted, but possible, event that results in a harm to a system. If there is a concrete possibility of exploiting such a threat, for instance, in terms of vulnerabilities, the threat poses a security risk [53, 59]. To minimize such risks, a regular risk assessment using defined monitoring, measurement, and analysis processes according to the data lifecycle of the individual system is essential [54, 56]. Furthermore, risks are also reduced by fulfilling defined security goals implemented via mitigation techniques, such as cryptographic control mechanisms [53, 54, 59]. According to the ISO/IEC 27000 series [53] and ISO/IEC 25010 [52], three security goals are particularly important, which are also known as the CIA triad [77, 107]:

• Confidentiality: The data is only available to authorized entities.
• Integrity: The data can only be modified by an authorized entity.
At first, the first author employed an initial screening to ensure that we considered relevant after the previous step.

- **Availability**: The system ensures timely and reliable access to its data for authorized entities. In the context of information security, these three goals are usually extended by [52, 53, 59];
- **Accountability**: Any action can be traced to a unique entity. Information security is often associated with further security goals, such as reliability or privacy [53, 57]. However, such goals are usually subordinated to the six we described, have particular legal dependencies (e.g., legal regulations such as GDPR or HIPAA [120]), or their fulfillment is significantly related to or supported by the fulfillment of the six goals.
- **Non-repudiation**: It is possible to prove the occurrence of every action and what entities were involved.

3 METHODOLOGY

Our objective for this study was to identify, classify, and discuss research in the intersection of configurable data storages and security. To achieve this objective, we conducted a systematic mapping study based on the guidelines of Petersen et al. [98]. In the following, we describe the individual steps of our study, for which we display an overview in Figure 1.

3.1 Initial Screening

At first, the first author employed an initial screening to ensure the need for our study. Precisely, we aimed to ensure that there are no recent studies addressing our objective, and that a sufficient and relevant number of papers exists. Therefore, we searched the literature databases Scopus, IEEE Xplore, and the ACM GUIDE TO COMPUTING LITERATURE using the following search string without any other constraints (e.g., a certain time frame):

```
"software product line" AND "security"
```

Based on this general search string, we obtained around 1,000 papers emphasizing the relevance and research interest for security in the context of configurable systems. Thus, we considered our research objective valuable for conducting a systematic mapping study. Note that we [64] previously conducted a mapping study on safety and security for configurable systems. However, our goals differ from this and other studies referenced therein, since we cover another body of research (cf. Section 6). We focus on the intersection of security and data storages, which has not been the subject of previous mapping studies.

3.2 Study Design

Building on the identified research interest, we decided to conduct a systematic mapping study. Precisely, we focused on security and configurable data storages, also considering potentially underlying configurable software systems that may be the actual focus of a paper. We considered keywords that cover a wide range of storage systems, without any restrictions regarding their architecture (e.g., centralized or decentralized), including solutions ranging from databases to service-based cloud storages. Moreover, we built on the experiences we obtained during the initial screening and considered the previous studies we identified to derive synonyms. So, we defined the following search string:

```
("software as a service" OR "SaaS" OR "infrastructure as a service" OR "IaaS" OR "service-based" OR "service-oriented" OR "on-demand" OR "store*" OR "cloud" OR "database" OR "blockchain" OR "edge" OR "fog") AND
("software product line" OR "product famil*" OR "system famil*" OR "software famil*" OR "variant*rich" OR "config* system") AND
("security" OR "secure")
```

This string comprises relevant terms in the context of data storages (e.g., "database", "on-demand"), configurable systems in the context of SPLs (e.g., "software product line", "system family"), and security in general (e.g., "secure")—since we assumed that more specific security concerns are rarely reported in the primary search fields.

Using this search string, the first author employed an automated search on Scopus, IEEE Xplore, and the ACM GUIDE TO COMPUTING LITERATURE, searching within the typical fields title, abstract, and keywords. These literature databases ensure a certain quality by indexing only peer-reviewed publications. Moreover, Scopus and the ACM GUIDE TO COMPUTING LITERATURE provide papers from a variety of publishers. This way, we reduced the threat of missing highly relevant publications from other publishers. To further improve the completeness of our dataset, we additionally applied a backwards snowballing (i.e., analyzing the references of the already selected papers) [127]. Note that we performed only one iteration of snowballing to limit the effort of our study.

3.3 Selection Criteria

To select relevant papers, we defined the following criteria:

- **IC1**: The paper is written in English.
- **IC2**: The paper has been published between 2013 and 2022.
- **IC3**: The paper is a peer-reviewed conference paper or journal article (e.g., excluding keynote summaries or posters).
- **IC4**: The paper has more than three pages.
- **IC5**: The paper deals with security and configurable data storages in the context of SPLs.

We intentionally focused on the last decade (IC2) of research to limit the number of papers and cover the most recent advancements in
both research and practice. Note that we did not perform a detailed quality assessment of all selected papers. In fact, since our study was likely to cover a variety of research methods that cannot be properly compared against each other, common quality criteria are not applicable. However, by defining a minimum number of pages (IC) and considering only peer-reviewed papers (IC3), we assume that each paper meets a certain quality that allows us to understand the addressed problem. We intentionally excluded papers that do not address security and data storages in the context of SPLs (IC3), for instance, papers proposing a configurable SaaS system including a data storage or discussing security concerns, but without building on concepts from product-line engineering.

3.4 Data Extraction

To extract data in a systematic way, the first and second authors defined categories covering the two relevant areas security and configurable data storages. More specifically, we based the extraction categories on related papers, particularly our previous mapping study [64] and the papers referenced therein. Moreover, we defined the categories based on concepts established in research on security as well as product-line engineering. Particularly, the categories regarding security rely on established classifications of security goals (cf. Section 2.3). However, we extended the criteria to gain more detailed insights, especially with respect to the intersection of security and configurable storages. Overall, we defined the following extraction categories classified into four thematic topics:

(1) Publication
- Publication year of a paper.
- Domain of the research (e.g., production, automotive).
- Perspective [64] of a paper (indicated by an arrow →), which reads as “employed to”:
  - Security → SPL: the paper focuses on the security of a configurable system.
  - SPL → security: the paper focuses on a security concern based on product-line concepts.
  - Storage → SPL: the paper focuses on a storage used to support certain SPL tasks (e.g., storing variants).
  - SPL → Storage: the paper focuses on a storage system based on product-line concepts.

(2) Storage
- Type of storage medium a paper is concerned with (e.g., a relational database in a SaaS cloud environment [26]).
- Structural organization of the proposed storage system (i.e., centralized, decentralized, distributed [48, 128]).
- Stored data indicating what data is (securely) stored (e.g., feature models [111], source code [75]).

(3) Security
- Standard a publication refers to (e.g., standards of the ISO/IEC 27000 series, such as ISO/IEC 27001 [54], ISO/IEC 27002 [55]).
- Security goals a publication aims to achieve [4, 59, 107]:
  - CIA triad: confidentiality, integrity, and availability.
  - Information security: authorization, accountability, and non-repudiation.
- Specification, indicating how certain security goals are considered, documented, or managed (e.g., as quality attribute [97] or non-functional requirements [103]).

- Security threats a paper is concerned with (e.g., credential reuse or SQL injection attacks [49]).
- Mitigation techniques proposed or implemented to mitigate the impact of cyber attacks and to achieve certain security goals (e.g., encryption techniques, such as AES [125], or technologies, such as Intel SGX [24]).

(4) Configurable system
- Variability focus, indicating whether the storage itself is configurable or only the surrounding software system.
- Projection of an SPL considered in the paper, namely problem space, solution space, or the mapping between both [6].
- Verification, indicating whether the described method follows a product-, feature-, or family-based analysis strategy [118].
- Evolution, indicating whether storage evolution is considered in the paper [16].
- Tool support reported in the paper (e.g., FeatureIDE [83]).

Based on this data, we aim to synthesize a detailed overview on configurable data storages. We remark that when we organized and synthesized the data (cf. Section 3.5), we found that many of the data fields were highly diverse and would obfuscate the presentation in Table 1. For this reason, we provide a more concise overview in the table to focus on our core analysis, and publish the detailed overview of the individual entries for each paper in our dataset.4

3.5 Conduct

The first author conducted the automated search on March 15th, 2022, resulting in a total of 538 papers (65 from SCOPUS, 122 from IEEE Xplore, 351 from the ACM Guide to Computing Literature). Subsequently, the whole selection and extraction process was also performed by the first author. After integrating the papers into the literature review tool Rayyan QCRI,5 we labeled each paper as include, exclude, or duplicate (i.e., removing 29 duplicates). Then, we employed our selection criteria on titles and abstracts, resulting in 76 papers for the full-text analysis. After reading the full texts, we removed 32 more papers, since they only superficially dealt with configurable data storages or mentioned these aspects only in the context of related work. We employed one iteration of backwards snowballing on the remaining 44 papers. Finally, we identified 50 papers as being relevant.

For the data extraction, we used an Excel spreadsheet and performed an open-coding-like process to identify concrete instances of data fitting to our extraction categories. Afterwards, we employed an open-card-sorting-like methodology. This way, we classified recurring information in the extracted data and synthesized common themes for each category. For this purpose, we derived and adjusted categories, extraction results, and subsequent interpretations of the results (i.e., research opportunities) based on discussions among the authors.

4 RESULTS

In this section, we describe the data we extracted from the 50 selected papers. Note that this section is generally structured based on the four thematic categories (i.e., publication, storage, security, and configurable system) as well as the individual extraction criteria. We provide an overview of our data in Table 1.

---
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4.1 Publications
First, we describe the results connected to the papers themselves, providing a general overview of our data. Namely, we discuss what domains and aspects of configurable data storages the papers cover.

Publication Years. Most papers in our dataset have been published between 2014 and 2017. In total, 36 out of 50 papers stem from this period, with an average of nine papers each year. Before and after this period, we identified considerably fewer publications (e.g., none in 2022). Between 2018 and 2021, the number of published papers in our dataset is considerably lower compared to the previous period (i.e., 11 papers, around three per year).

Domains. The papers we selected cover a variety of domains. In 28 papers, the domain was explicitly mentioned whereas 22 papers only describe SPL-based research for universal or unspecified domains. Most papers (8) are concerned with the production domain, they usually describe configurable systems or configurations to support certain production systems, machines, or processes, such as cyber-physical systems [7, 124]. Moreover, we identified publications focusing on retail (8 papers, e.g., an ERP system [3]), administration and management services (5 papers, e.g., an eGovernment tool [39]), general web applications (4 papers, e.g., an online survey tool [61]), and payment (4 papers, e.g., an ePayment system [101]). Other domains we found occurred only once, for instance, mobile services [79], medical systems [87], geographic systems [17], tourism systems [14], and general Linux-based systems [95].

Perspectives. Regarding the first perspective category (security and SPL), we identified that most papers (37) are concerned with security for configurable systems (security → SPL), such as configurable systems extended with adaptive Intel Software Guards [68]. Ten publications focus on the application of SPL concepts to implement certain security concerns (SPL → security), such as security configurations of cyber-physical systems [124]. We found three papers for which a distinct classification is not possible, since they consider both perspectives, for instance, a security-policy-driven system for SaaS configurations [5]. Regarding our second perspective category (storage and SPL), 28 papers deal with storages for configurable systems (Storage → SPL), for instance, a configurable eCommerce system with a database [10]. In addition, in 18 papers, the perspective regarding the application of SPL concepts to assure a configurable storage system is described (SPL → Storage), for example, variability models used to model cloud applications [14]. Similar to the first perspective, we found papers considering both perspectives (4), for example, for using SPL concepts to configure robotics applications running on a configurable cloud [43].

4.2 Storages
Second, we describe the results that are concerned with the data storages of a configurable system in more detail, including the type of storage, the structural organization, and the stored data.

Type of Storage. Regarding storage types, we found that authors usually mix storage mediums (e.g., a database) with underlying infrastructure (e.g., an outsourced cloud system). Interestingly, in 17 papers, a database is implemented based on a cloud system. In 13 of these cases, it is explicitly stated that these are considered as SaaS or IaaS environments. A combination of a cloud and a fog system with a database was described once [117]. Overall, in 31 papers a database was implemented with 14 cases providing no details on the underlying infrastructure. In this context, five relational databases are described, and in seven other papers SQL (usually MySQL) is stated to be the database language (i.e., also relational). Moreover, we identified eight papers in which only a cloud system was generally defined as storage system.

Structural Organization. We found all types of structural organization of data storages within our dataset, namely centralized (44), distributed (14), and decentralized (1). For one paper, we could not extract a concrete structure [114]. We remark that it is not always clear whether the described or assigned organization is related to the storage medium (e.g., a database), the storage environment (e.g., a cloud), or the overarching software system. Unfortunately, there is usually insufficient information about the exact focus of the organizational structure in the papers. Cloud systems or service-oriented platforms (i.e., SaaS or IaaS) are usually referred to as large-scale distributed (software) systems by definition [22, 35]. However, this does not necessarily apply to the entire data storage, since such storage environments often consist of databases that are centralized. We argue that only a few papers are actually likely to refer to distributed in terms of the storage (i.e., regardless of the software infrastructure). For instance, one paper explicitly mentions an inter-cloud system based on resources and storage mediums distributed across multiple clouds [74].

Stored Data. The papers in our dataset mention a variety of data to be stored. However, three types of data seem most dominant: 17 papers mention data (strongly) related to the variability of a system, such as concrete features (5), variability models (10), or variants (2). 14 papers refer to general application data (e.g., data of sensors [124]), and 14 other papers to the source code of the (configurable) software (e.g., parts of source code of a robotics system [43]). Other stored data include user data, such as documents (5), application meta data (3), plugins (1), or software patches (1). In five papers, the type of data was unspecified (4) or related to a specific data model (1). Additionally, we assessed whether only the system, or both system and user, can access the stored data. Overall, in 41 papers the system and user can access the data. Accordingly, in nine papers only the system can access the data.

4.3 Security
Third, we describe our results regarding the security concerns of configurable data storages, including standards, specification, security goals, security threats, and proposed mitigation techniques.

Standards. We found five papers that mention or consider security standards or legal regulations. The ISO/IEC 27000 series, precisely ISO/IEC 27000 [53] and ISO/IEC 27001 [54], are mentioned in two papers [34, 41]. The NIST Cloud Computing Security Reference Architecture [44] is also referenced by two papers [34, 65]. Other standards are mentioned only once and are quite diverse. Preuveneers et al. [102] refer to the secure payment standards PCI DSS and PA DSS [19]. Fernandez et al. [33] describe SAML [47] to securely exchange authentication and authorization data. Moreover, Shaaban et al. [111] reference the industry communication-related standard IEC 62443 [50] and IEEE 1686 [51] in the context of their
configurable production system. Only one publication [34] focuses on the compliance with privacy regulations, precisely the HIPAA.

**Specification.** In most cases, security is considered as a general, but important, system goal (25). However, this is usually not described in detail, but assigned by us based on the overall context. Seven papers mention security as a non-functional requirement, quality attribute, or a system requirement. Four papers refer to security as a system feature.

**Goals.** Regarding the security goals described in the papers, most mention availability (38) or authorization (36) to a certain degree, attribute, or a system requirement. Four papers refer to security as a system goal.

**is addressed. Surprisingly, confidentiality and integrity, which are essential parts of the CIA triad, are only referred to 15 and 13 times, respectively. Non-repudiation is addressed the least (9). Overall, we could not identify any papers that did not describe security goals. However, these goals are usually only mentioned and not described further, except for integrity. Summing up all mentions and concrete descriptions, security goals are named 105 times in a certain context and described or explained in more detail in 57 instances, which is just above half of all their mentions.

**Security Threats.** We extracted a variety of concerns that could threaten the security of the studied systems. Most papers (23) mention unauthorized data access and general privacy concerns (17). In

---

<table>
<thead>
<tr>
<th>Reference</th>
<th>Type of storage</th>
<th>Domain</th>
<th>CIA triad</th>
<th>Information security</th>
<th>Projection</th>
<th>Verification</th>
</tr>
</thead>
<tbody>
<tr>
<td>...</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

---

**Table 1: Overview of the data we extracted for each paper based on the categories we defined in Section 3.4.**

**Perspectives**

<table>
<thead>
<tr>
<th>Reference</th>
<th>Reflection and explanation</th>
<th>Domain</th>
<th>CIA triad</th>
<th>Information security</th>
<th>Projection</th>
<th>Verification</th>
</tr>
</thead>
<tbody>
<tr>
<td>...</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

---

**Tool support**

<table>
<thead>
<tr>
<th>Reference</th>
<th>Type of storage</th>
<th>Domain</th>
<th>CIA triad</th>
<th>Information security</th>
<th>Projection</th>
<th>Verification</th>
</tr>
</thead>
<tbody>
<tr>
<td>...</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

---

**Domain:** A: Administration and Management; P: Production; P: Payment; R: Retail; W: Web Applications; U: Unspecified SLO; O: Other

**Type of storage:** C: Cloud; F: Fog; D: Database – Structural organization: C: Centralized; D: Distributed; D: Decentralized – Variability focus: S: Software; S: Storage

---

**General:** • Completely fulfilled; • Partly fulfilled or subsequently assigned by the author; • Not fulfilled

**Domain:** A: Administration and Management; P: Production; P: Payment; R: Retail; W: Web Applications; U: Unspecified SLO; O: Other

**Type of storage:** C: Cloud; F: Fog; D: Database – Structural organization: C: Centralized; D: Distributed; D: Decentralized – Variability focus: S: Software; S: Storage
4.4 Configurable Systems

Fourth, we describe our data concerned with the variability of the configurable data storage and its surrounding system, including the variability focus, projection, verification, evolution, and tool support of the studied system.

Variability Focus. Most papers focus only on the variability of the software system itself (31), and refer to (apparently) non-configurable data storages. This observation is further supported by the fact that the data storage only—and not the software system—is configurable in only eight papers. In 11 papers, both software and storage are configurable, showing the close connection of the software system and its data storage.

Projection. We found that the solution space as well as a mapping between problem and solution space are covered by 20 papers, for instance, a configurable robotics system based on a component model [43]. Furthermore, 15 papers address the problem space and the mapping, for example, the formal definition and verification of security configurations for cyber-physical systems [124]. In nine papers, all three types of projection are considered, for instance, modeling policy-driven middleware for SPL-based SaaS application configurations and referring to concrete challenges [5]. We also identified solutions that focus on only one projection, either solution space (16), problem space (6), or the mapping (2). Summing up all papers covering a certain projection, most papers address the solution space (36), while the mapping is covered in 28 papers and the problem space in 21.

Verification. Within our dataset, verification is described or mentioned in 18 papers. Most papers (17) are concerned with the verification of a whole system, for example, a cloud ERP production model [58]. Within one paper, a family-based verification is proposed [41]. In contrast, we could not identify any technique verifying individual features.

Evolution. Regarding the evolution of the configurable data storages and their security concerns, we found 11 papers that mention evolution or consider it partly. For instance, Alférez and Pelechano [2] describe the dynamic evolution of service compositions with the aim to deal with unexpected events of the open world. In another 15 papers, we found more detailed descriptions on the evolution.

Tool Support. Regarding tool support, we extracted data from 22 papers related to five tools. Five papers mention FeatureIDE [83] as a modeling tool. In five more papers, own prototypes or frameworks are described, for instance, CyberSPL for developing an SPL for the verification of security policies according to system configurations [123]. Moreover, other tools and languages are mentioned, including UML for feature modeling (3) and eight tools used only one time, such as pure::variants [86], configuration generator [2], Xfeature [21], or HyperFlex Toolchain [43].

5 DISCUSSION

After describing the data we extracted, we now discuss the core insights we obtained from our analysis. For this purpose, we provide an overview of our synthesis and describe open research opportunities (ROs) that we derived from the results through collaborative analyses and discussions among this paper’s authors. We argue that these ROs require more intensive research, since they are not sufficiently described in our sample of papers—which we consider representative of our research community, seeing the diverse set of researchers involved as well as domains and research reported.

5.1 Configurable Storages

Interestingly, we found that the concrete understanding of what a data storage actually is varies heavily across the selected papers. Precisely, data storage is either referred to as a medium (e.g., a database), the environment of the medium (e.g., a configurable cloud system), or the cooperation of both; usually with a focus on the environment. Our understanding refers to data storage as a medium embedded into an environment, which has actually no concrete storing abilities without implementing the medium. However, we assume that data storage is usually used as a generic term for systems that are concerned with certain storage goals or functionalities, leading to our argument (RO1): A uniform definition and understanding of data storages, especially in the area of configurable systems, is needed to ensure comparable analyses and research on data storages and the data stored (e.g., in the context of security).

Surprisingly, a uniform assignment of each storage’s structural organization (i.e., centralized, decentralized, distributed) was hardly possible, since the concrete perspective of a paper was often unclear. We assume that there exist several possible layers (i.e., perspectives) regarding the structure of a system with a data storage, such as:

1. the storage medium (e.g., a database),
2. the storage environment (e.g., a cloud system),
3. the software system (e.g., a medical system), and
4. the storage hardware (e.g., the server system infrastructure).

Each layer may contain systems that are either centralized, decentralized, or distributed. Since (RO2) uniform definitions regarding the perspectives of the structural organization are not defined in any of the papers, comparable assignments are not or hardly possible at the moment. However, we assume that the structural organization
described in the papers usually refers to the storage environment in combination with the software system (e.g., distributed, multi-tenant cloud systems), where the actual storage medium is usually centralized. We strongly recommend to initiate further research in the context of the structural organization of configurable data storages, for instance, defining and formalizing the different perspectives in terms of a framework.

Our results further highlight that usually only the software system, or both the software system and data storage combined, are actually variable. This insight indicates the dependency and interaction of storages and software systems in the context of variability, namely that both should be considered together if possible. Interestingly, we could not identify research concerned with how variability of the system impacts the data in the storage (e.g., configuring the data itself). In addition, the actual configurability of the storage medium, at least the storage environment (e.g., configuring the data itself) is rarely addressed. This may be due to an insufficient relevance of these systems in the field of SPLs or due to a lack of concrete solutions and research in this area. Nevertheless, we argue that (RO3) more research is needed regarding the variability of storage mediums and environments, taking into account their interactions with configurable software systems.

5.2 Security of Data

To achieve the security goals we defined, security-related concerns must be studied more extensively in the context of configurable storages, but this research is lagging behind the technological advances. This is a well-known problem in the context of data storages [116]. Particularly, this need arises with respect to norms, standards, and legal regulations. Unsurprisingly, there is usually no security standard addressed in the papers, although there exists a variety of international standards published by NIST, ISO, or IEC. Only in two papers, the most relevant standards of the ISO/IEC 27000 series are described to provide essential definitions (ISO/IEC 27000 [53]), requirements (ISO/IEC 27001 [54]), or ways of monitoring, measuring, analyzing, and evaluating security concerns (ISO/IEC 27004 [56]).

Moreover, relevant legal regulations (usually in the context of privacy for personal and medical data) are only described in one paper. So, we argue that (RO4) security for configurable data storages is lacking practical orientation based on established norms, standards, and legal regulations, leading to a major barrier regarding the transfer of theoretical knowledge into practice. Possible reasons for not referring to established standards could be the missing need for a practical standard in the context of purely theoretical considerations or the assumption that the configurable systems automatically rely on the ISO/IEC 27000 series; since it is one of the most established security standards. Also, the limited number of relevant systems and variability mechanisms in practice (e.g., configurable robotics cloud applications in Industry 4.0 [43]) may result in an insufficient interest in researching how to protect these systems against potential cyber attacks based on established standards.

Our findings further emphasize that (RO5) there is a lack of concrete specifications of mitigation techniques (e.g., concrete encryption algorithms, such as AES-256 or RSA-2048). For instance, in the context of encryption, it is not clear what is encrypted (e.g., data, storage medium, or communication) and how it is encrypted (e.g., using 1024 or 2048 bit in the context of asymmetric RSA encryption).

We argue that we need definitions of different protection levels and assigned security measures, depending on which data, medium, environment, or system (including variants) need to be protected. For example, there is a different need for protecting personal data, such as the birth date or medical data of a person. However, in the analyzed papers, security measures are often described in a general way (e.g., firewalls [117] or access control [86]) resulting in no or only limited practical relevance in the context of actual cyber attacks (e.g., man-in-the-middle or brute force attacks). Especially in the case of configurable systems, their data storages, and the communication between both, a specification that is as precise as possible is essential, due to the increased attack surface caused by the variability [64]. We suggest to not only specify mitigation techniques, but to also assign them to concrete threats or risks (i.e., cyber attacks) to increase the practical relevance of research.

Interestingly, similar to the data storages, the perspectives on the security measures differ in the analyzed papers. In detail, some measures refer to the overall software system (e.g., firewall [114]), while others focus on the storage environment (e.g., access control of cloud users [86]) or the storage medium (e.g., encryption of a database and its communication [102]). However, it is not always clear what exactly a security measure refers to, although there exist categorizations of security controls, for instance, by NIST [60]. Thus, we argue that (RO6) a concrete assignment of mitigation techniques to their target area (i.e., their perspective) is usually missing, leading to a decreasing comparability of existing research.

In contrast to other research on security and configurable systems [64], the security goals of the CIA triad are not the ones addressed most often (cf. Figure 2) within the papers we selected. Instead, availability and authorization are typically mentioned. We argue that this is the result of these two security goals being more closely related to data storages. Furthermore, we assume that some security goals that are relevant, but have not been mentioned, are considered as given (e.g., integrity and non-repudiation). In the context of databases, both can be assumed to be automatically fulfilled by the general properties of a database. However, we emphasize that (RO7) concrete security goals (e.g., according to the definitions of ISO/IEC 27000 [53]) are usually missing in the context of configurable storages, implying a lack of practical orientation.

5.3 Configurable Systems and Storages

We identified a variety of domains, implying that most of the selected papers are not concerned with domain specifics. Thus, most of the analyzed research should be transferable and applicable to a large number of use cases. However, we note that this may be a hurdle for actually implementing the corresponding techniques in practice, since these solutions are not yet specified for a concrete domain or use case. We identified a trend towards the production domain, more specifically cyber-physical systems and robotics applications. So, we see a high application potential for security research on configurable data storages in cyber-physical, cloud, robotics, and Industry 4.0 systems—which share similar properties, involve large amounts of data, and have high security concerns [31]. Similarly, considering the projections used in the papers, most focus on the mapping between problem space and solution space or
the problem space only, meaning that actual (implemented) solutions for secure configurable storages are missing. Consequently, we argue that there is a need to (RO₉) provide sufficiently concrete solutions that can serve as working examples for practice in concrete domains and improve collaborations with practitioners. Furthermore, we could hardly find any papers published with industrial partners (e.g., in the production domain). However, these would significantly increase the practical relevance of the configurable storages, especially regarding domain-specific requirements.

The configurable systems we examined are mostly not verified or only verified in the context of an individual product, which is why we argue that (RO₉) we are lacking feature-based and family-based security verifications. We argue that it would be valuable to verify configurable storages also in these ways, especially to fulfill domain-specific requirements and security demands in a verified manner. Addressing this opportunity could increase the confidence in configurable systems and their data storages, also improving the trust in the behavior of feature interactions. Moreover, costs could be reduced by avoiding potential system adaptions [64, 69], for instance, in terms of updates that could also lead to new security risks.

Surprisingly, about half of the publications are concerned with the evolution of the systems, which is more than in previous studies [64]. This may be due to the papers’ focus on cloud systems, which are possibly subject to more evolution-related modifications, due to their high scalability according to the systems’ requirements. Furthermore, we found that (RO₁₀) tools to support the secure engineering and evolution of data storages are usually missing. The combination of these two issues results in the problem that papers serving an evolving solution space (and are thus most predisposed for practice) lack a clear understanding of how existing tools could support practitioners. Thus, we would recommend to at least name the tools used (e.g., FeatureIDE [83]) and report on the experiences of evolving configurable systems and their data storages (e.g., how the security of data is ensured despite evolutionary changes).

### 5.4 Configurable Data Storages and Security

Not surprisingly, most of the papers we analyzed consider security as a non-functional requirement, a quality attribute, or an overall system goal. This leads us to the issue that (RO₁₁) security is usually only addressed from a high-level perspective, resulting in a lack of concrete security measures. However, in four papers, security is addressed as one relevant feature of the configurable system and/or its data storage. We argue that considering security as a feature could help to create more awareness and add more attention to security, namely relevant threats, risks, and mitigation techniques. Consequently, security would no longer be one of many goals, but part of the overall system, which is configurable. Security measures resulting in concrete features (e.g., access-control mechanisms based on strong encryption algorithms to avoid brute force attacks) should be modeled nearly equivalent to other features.

We found that the data storages described in the papers are usually not explained in detail, for instance, whether they are SQL or NoSQL databases or how configurable they actually are. So, we argue that every type or even variant of a data storage can possibly lead to new requirements that are relevant for systems, models, or users interacting with them. For example, securing the underlying software system against SQL injection attacks may depend on the configurability of the data storage [49]. Moreover, it is not clear what impact the type of data storage (e.g., relational database) together with certain variability aspects (e.g., version updates) has regarding potential security risks. Specifically, we found only papers reporting on or recommending general data storages without considering variability, for instance, overviews of concrete security challenges for a data storage [25]. This is why we argue that (RO₁₂) more research is needed in the context of variable data storages (i.e., databases) to understand relevant dependencies and minimize security risks caused by a storage’s variability.

Interestingly, some papers stated variability as one issue that could compromise the security of a configurable system or its storage. However, although this threat was recognized, only in one paper a concrete mitigation technique was proposed, precisely the parallel execution of variants [92]. Nevertheless, this issue shows that (RO₁₃) the treatment of security threats or risks caused by variability and their relationships requires more research.

In Figure 2, we can see that most of the papers we analyzed do not focus on configurable data storages themselves. Instead, the papers are more concerned with configurable systems that also include a data storage (e.g., to store user data or variability-related data). Surprisingly, the number of papers in our sample that considered security or privacy goals is decreasing since 2018. We argue that (RO₁₄) the research area of configurable systems, especially configurable data storages, and security is under-explored, since data storages are usually interpreted as a part of a system rather than an individual system with own requirements. Consequently, security is often related to the overall system, but researchers should also focus on the storages that store and provide critical data.

### 5.5 Threats to Validity

We are aware of some threats that could impair the internal and external validity of our mapping study. First, the papers’ authors...
usually do not share the same understanding of certain terms and definitions. This threat is particularly relevant in the context of security goals (e.g., distinguishing between authorization and authentication [53]) and what is actually understood as a data storage (e.g., a database as a medium or a cloud system as an environment). Second, we are missing in-depth details regarding the content and consistency of the analyzed papers. In detail, some authors describe their work in great detail, while others only mention some essential properties (e.g., concrete encryption algorithms) or describe them briefly. However, this is probably due to the fact that we considered both conference papers and journal articles in our study. Although we aimed to mitigate such issues in our data analysis, we cannot ensure that this did not impair the comparability or led to misinterpretations on our side (e.g., in the context of assigning categories). Third, we found a few issues regarding the fulfillment of certain criteria, such as several papers not providing any descriptions or names of tools used—leading to a decreased comprehensibility and replicability of the paper. Fourth, besides these threats to the internal validity, the external validity of our study could be impaired by the number of publications we considered (50). Although we searched in three databases, we are aware that the smaller the number of included papers, the higher the potential impact of erroneous classifications. We assume that we missed papers that are relevant for our study, due to our overall search strategy, which does not cover all potential subtopics (e.g., variability modeling in the automated search).

Although such issues threaten our findings, we aimed to mitigate them by relying on established literature databases covering relevant and peer-reviewed papers, as well as snowballing to avoid technical problems [70, 113]. We considered a large number of papers during our systematic analysis (i.e., 538 initial papers), leading to a decreased threat of missing papers that would change our analysis. Additionally, the insights we identified are similar across all papers we studied, increasing our confidence that we did not miss important papers. Thus, we argue that our study provides detailed, reliable, and highly valuable insights regarding security in the context of configurable data storages.

6 RELATED WORK

We found six related papers contributing literature reviews or mapping studies in the field of configurable systems also involving security or data storage. However, security is usually only extracted or mentioned as one of several quality attributes or non-functional requirements from a high-level perspective, without a detailed analysis of security concerns (e.g., threats, attack mitigation techniques). Moreover, data storages are typically not addressed in the context of configurable systems and security. In contrast to the related work we found, our study provides a comprehensive and systematic overview of security in the context of configurable data storages, providing a detailed analysis of these aspects.

Mylärniemi et al. [90] conducted a literature review of 29 SPL-related papers (2000–2010) focusing on variability as a quality attribute, where security is considered from a high-level perspective. Benlachgar and Belouadha [14] reviewed four SPL models for SaaS applications (without any time restriction), including an assessment of their relevance. Security aspects are not considered. Mahdavi-Hezavehi et al. [78] report a literature review of 46 papers (2000–2011) focusing on the variability of service-based software, including general security goals. The authors state that only a few papers actually consider security in a general way as a quality attribute. Hammami [46] surveyed non-functional requirements from nine papers in the context of modeling and verifying SPLs (without any time restriction). However, they only provide a high-level overview regarding security without focusing on details of the security concerns or data storages. Geraldi et al. [42] reviewed 56 SPL-related papers (2006–2018) that describe concepts or applications related to the Internet of Things. As cloud systems are closely associated with the Internet of Things, they are considered as part of the study, but not examined in detail. Security is only generally considered from a high level in the context of non-functional requirements. We [64] presented a systematic mapping study of 65 papers (2011–2020) with a focus on safety and security for configurable software systems, which is closely related to this paper. We complement the previous mapping study by providing a detailed analysis of security research on configurable data storages, which we did not investigate before.

7 CONCLUSION

In this paper, we reported a systematic mapping study of security in the context of configurable data storages. Precisely, we reviewed 50 papers (2013–2022) from a variety of domains. We provided key insights and 14 opportunities for future research. Particularly, we emphasize that, despite the high relevance of security for configurable systems, little research has been concerned with configurable data storages—which store, manage, and provide access to potentially critical data of customers, the organization, or the system itself. Generally, we are missing a detailed understanding of how the current research is related to established security mechanisms and established standards in practice. As a result, the transfer of (theoretical) concepts into practice is impaired. Furthermore, there is no uniform understanding of data storages, which challenges comparisons between papers. This issue can only be solved in the future through a uniform understanding of relevant terms and technological layers, as well as by consistently addressing security goals within configurable systems as features of both the system and the data storage.

In future work, we aim to expand on this study to improve our understanding of the concepts, processes, and relationships of configurable systems and data storages. One objective is to assess the impact of the binding time, for instance, analyzing security-related differences of configurability at design time and runtime. Moreover, we plan to analyze and compare the technological structures’ and the different layers’ impact on “regular” and configurable storages to develop techniques and security patterns supporting the engineering and evolution of configurable storages.
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