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ABSTRACT

The COVID-19 pandemic has drastically changed daily life and required fast responses to new situations, such as restricted public life. A major means to limit infections have been contact-tracing apps that inform an individual about a potential infection, helping to initiate countermeasures faster. While different tracing apps have been compared technologically, we are not aware of studies providing insights into their development processes during the pandemic emergency situation. To address this gap, we report an exploratory case study on how the German open-source Corona-Warn-App has been developed at SAP SE—and how other organizations (e.g., Deutsche Telekom AG), researchers, and individual developers contributed. We elicited data on the process, practices, and challenges by interviewing six developers at SAP SE, analyzing documentation, and discussing our data with an expert on the app's development. Overall, we provide insights into how the development process of the Corona-Warn-App differed from other projects at SAP SE (e.g., testing), discuss the causes (i.e., public interest causing researchers to perform tests), and study the consequences (e.g., emergency tickets by researchers). Our findings can guide organizations when developing software in similar emergency situations (e.g., pandemics) in which reliable software needs to be developed within a short period of time.

1. Introduction

The global COVID-19 pandemic has caused a major health crisis that threatens the well-being, and thus impacts the daily life, of individuals all around the world. To cope with the pandemic, politicians enforced countermeasures (e.g., restrictions on public life) and researchers developed medical solutions (e.g., antibody tests, vaccines). A major means to tackle the pandemic contributed by the software-engineering community are tools that make individuals aware of their potentially infectious contacts to limit the spread of COVID-19. Particularly, contact-tracing apps have been developed, such as the NHS COVID-19 app in England, the CoviD Alert app in Canada, the Aarogya Setu app in India, or the Corona-Warn-App in Germany (Erikson, 2021; Munzert et al., 2021; Seto et al., 2021; Wymant et al., 2021). Such apps track infections and inform their users about potentially infectious contacts, helping to decide on proper countermeasures, such as testing or self-isolation (Abuhammad et al., 2020; Gupta et al., 2021).

Despite the immense public interest in such apps and their open-source nature in many countries, we are not aware of detailed reports on their development processes. Recent studies mainly focus on technical comparisons (Ahmed et al., 2020; Gupta et al., 2021; Reelfs et al., 2020), ethical and privacy concerns (Abuhammad et al., 2020; Morley et al., 2020), the apps’ impact in practice (Garousi and Cutting, 2021; White and van Basshuysen, 2021; Wymant et al., 2021), or the fulfillment of user requirements (Bano et al., 2020; Sutcliffe et al., 2021). However, a more profound understanding of the development processes is important for practice and research alike. Regarding practice, experiences on best practices help prepare software organizations for future emergency situations (e.g., natural disasters, other pandemics). Regarding research, the emergency situation exhibits unique properties (e.g., apps for managing the pandemic, developing in a pandemic situation) that require further investigations, for example, to provide better automation or closer integration of different external stakeholders.

In this article, we report the results of an exploratory case study (Runeson and Höst, 2009) on the development of the German Corona-Warn-App, which was commissioned by the German government and developed primarily by SAP SE (software development) and Deutsche Telekom AG (infrastructure). We conducted six semi-structured interviews at SAP SE and inspected the Corona-Warn-App’s documentation as well as version-control system to elicit detailed data on its development process. To structure, analyze, and enrich the data, we discussed it among the authors—involving an expert on the app’s development (i.e., the second author acted as senior developer for the Corona-Warn-App)—to identify challenges and good practices. In more detail, we contribute the following:

- We report how and why the development process of the Corona-Warn-App differed from similar app-development projects at SAP SE (RQ1 in Section 3).
• We describe practices that worked well during the development project to guide organizations in similar emergency situations (RQ2 in Section 4).
• We discuss research opportunities for facilitating software development in emergency situations by reporting challenges that persisted through the development of the Corona-Warn-App (RQ3 in Section 4).

Our case study contributes novel insights into the development of a COVID-19 contact-tracing app. While this exploratory case study is not full transferable to other situations and organizations, it sheds light into how the emergency development changed typical processes and the stakeholders involved. As such, our findings can guide other organizations in future emergency situations by avoiding potential pitfalls and reflecting on practices that worked well for developing the German Corona-Warn-App.

The remainder of this article is structured as follows: In Section 2, we describe our research methodology, including the general design of our case study as well as contextual background about the Corona-Warn-App—specifically, the involved organizations (Section 2.4) and the architecture of the app (Section 2.5). We report our insights on the app’s development process in Section 3 and discuss challenges as well as practices in Section 4. Finally, we discuss threats to the validity of our study in Section 5, describe the related work in Section 6, and conclude this article in Section 7.

2. Case Study Design

In this section, we describe the design of our exploratory case study, for which we adapt the guidelines by Runeson and Höst (2009). Accordingly, we report the objective, theory, research questions, methods, and selection strategy we employed to conduct our study.

2.1. Objective

The Corona-Warn-App Germany was developed under exceptional circumstances as a means to handle the emergency situation of the COVID-19 pandemic. Consequently, the development process of this app exhibits unique properties that differ from the development processes used for other apps, for example:

• The app has been developed in an emergency situation that changed typical work styles and environments.
• The app had to be deployed as fast as possible to help manage the pandemic and mitigate health risks, which resulted in immense time and social pressure for the involved developers.
• The app is of high public interest, resulting in various stakeholders getting involved and the public critically observing its development.

Our objective with our exploratory case study was to understand how these unique properties impacted the development of the Corona-Warn-App, what challenges the developers faced, and what practices worked well during the project.

2.2. Theory

For our case study, we did not build on an established theory. Besides software-engineering research often lacking feasible theories (Hannay et al., 2007; Runeson and Höst, 2009), the development of the Corona-Warn-App in particular was a unique and novel case for which no theories could exist when we conducted our study. As a consequence, we decided to conduct an exploratory case study to describe what has happened and provide data for future research (e.g., for theory building). For this purpose, we used our point of view as outside observers who are familiar with software engineering and who aim to understand what could be useful to learn from this case for future emergencies.

2.3. Research Questions

To address our objective, we defined three research questions (RQs) for our case study:

RQ1 How did the development process of the Corona-Warn-App deviate from the processes of other apps at SAP SE?

First, we aimed to understand what the development process of the Corona-Warn-App looked like (e.g., agile versus traditional, involved stakeholders). Moreover, we compared this process to typical ones employed for app development at SAP SE to identify differences. Based on our insights, we identified which differences were caused by the unique properties of developing an app in, and for managing, the COVID-19 pandemic.

RQ2 Which of the deviations from the standard development process were helpful?

Second, we aimed to identify which practices have been introduced due to the deviations in the development process. Particularly, we elicited practices that worked well and may prove beneficial in other emergency situations and organizations as well.

RQ3 Which of the deviations posed challenges?

Finally, we aimed to identify deviations from the development process that resulted in notable challenges, and thus indicate opportunities for research to support developers in future emergency situations. We analyzed the root causes of these challenges and asked involved developers what support they would need to circumvent these.

Overall, our results provide a deeper understanding on how the German Corona-Warn-App has been developed (RQ1); providing help for organizations in similar emergency situations (RQ2) and guiding future research (RQ3).

2.4. Case Context: Organizations

Roughly 25 organizations as well as further individual developers have been involved in the development of the German Corona-Warn-App. In the following, we briefly...
describe the three primary stakeholders responsible for implementing and distributing the app: SAP SE, Deutsche Telekom AG, and the Robert Koch Institute (RKI). Furthermore, we briefly summarize how other stakeholders have been involved in the project.

SAP SE\(^1\) is an internationally operating company and one of the largest vendors of Enterprise Resource Planning (ERP) software and services. SAP SE was founded in April 1972 by five former IBM employees in Walldorf, Germany. Currently, SAP SE has more than 100,000 employees around the world, delivering ERP applications that run on-premise and on the cloud, for instance, S/4HANA, SuccessFactor, Concur, and Ariba. Regarding the Corona-Warn-App, SAP SE focused mainly on the actual software development, maintenance, and evolution.

Deutsche Telekom AG\(^2\) is one of the largest telecommunication companies in the world, and operates in more than 50 countries. It is a Fortune 500 company located in Bonn, Germany, with more than 220,000 employees; focusing on internet and mobile telecommunication. For the Corona-Warn-App, Deutsche Telekom AG mainly provided the technical infrastructure (e.g., servers).

Robert Koch Institute (RKI)\(^3\) is a German federal government research institute. The RKI employs roughly 1,100 employees (around 450 researchers) to monitor public health in Germany, inform the public, and advise the government. For instance, the RKI analyzes infection numbers and locations, and thus plays an essential role in Germany’s fight against COVID-19. The RKI helped scope the Corona-Warn-App, define requirements, and test the app based on its medical expertise on the COVID-19 pandemic (e.g., defining distances for tracing contacts).

Other Stakeholders either contributed because of their governmental mandate (e.g., Office for Information Security, Ministry of Health), their own motivation (e.g., Chaos Computer Club,\(^4\) researchers, individual developers), or requests from SAP SE and Deutsche Telekom AG (e.g., Fraunhofer Society, Google, Apple). For example, the Fraunhofer Society contributed practical knowledge on how to implement contact tracing via Bluetooth, allowing SAP SE to calibrate the Corona-Warn-App to match the requirements defined by the RKI. The Chaos Computer Club and various researchers performed extensive tests (particularly regarding security and data protection) and opened issues that were resolved by SAP SE or Deutsche Telekom AG to improve the app. Moreover, Google and Apple extensively supported the developers, providing the required support for implementing the app’s features on their respective devices.

Overall, the variety of technical experience from different domains with direct input from authorities and the community created a fruitful, active, and successful development environment. However, this situation has also been unique for all involved stakeholders, resulting in new practices and challenges. With our case study, we aimed to explore this situation at SAP SE in more detail, since SAP SE was the stakeholder responsible for the actual software development of the German Corona-Warn-App.

2.5. Case Subject: Corona-Warn-App Germany

In April 2020, the German federal government commissioned SAP SE and Deutsche Telekom AG to develop a COVID-19 contact-tracing app. Based on this partnership, the Corona-Warn-App\(^5\) has been developed. The project has been highly complex, due to various factors related to the emergency situation of the pandemic (cf. Section 3). Despite these challenging factors, the initial release of the Corona-Warn-App was achieved—as an emergency project—within 50 days from the initial request. So, the app was launched in mid June 2020.

Overall, the project was highly successful, as demonstrated by the usage numbers of the Corona-Warn-App.\(^6\) For example, between March 06, 2021, and October 11, 2021, around 1.5 million warning notifications were sent to the app users, on average 7,083 notification per day. Note that these notifications are only those from users who opted-in to share this information. As of August 12, 2022, the total number of downloads of the Corona-Warn-App for both Android and iOS exceeded 46 million downloads, its users shared more than 212 million test results, and the app provided over 177 million warnings to its users. In addition, the Corona-Warn-App did constantly evolve, for example, to allow users to manage vaccination certificates or inform them about the current status of the pandemic.

Contact Tracing. Managing the high number of users and test results while protecting privacy required a versatile architecture. To address security and privacy concerns regarding the data that contact-tracing apps gathered (e.g., locations, health data), three main architectures for matching contacts within such apps have emerged, i.e., centralized, decentralized, and hybrid (Ahmed et al., 2020). They essentially differ in how they generate and store device IDs:

Centralized: In a central architecture, a central server generates temporary identifiers (with an expiry date). These temporary IDs are exchanged between devices of users through the devices’ wireless interfaces when they are in close proximity. Upon a SARS-CoV-2 infection, users could upload their encountered IDs and the server notifies other potentially infected users. A prominent implementation of this centralized architecture is the Bluetrace protocol (Bay et al., 2020).

Decentralized: Using a decentralized architecture, the interaction between devices and servers is reduced to a minimum. Identifiers are generated locally on each user’s device, not on a central server. So, upon a

---
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SARS-CoV-2 infection, only the infected user’s identifiers are transferred to the server, the contact identifiers remain local on the device (Azad et al., 2020). Other users frequently retrieve the newest identifiers of infected users, which are matched against the locally stored contacts. A representative protocol for this implementation is the Private Automated Contact Tracing (PACT) protocol (Rivest et al., 2020), and Google’s as well as Apple’s Exposure Notification Frameworks (ENFs) follow a decentralized architecture, too (Vukolic, 2020).

**Hybrid:** A hybrid architecture divides tasks between the user’s device and a trusted, centralized server. Hybrid architectures manage the temporary identifiers of devices locally, but shift the risk and user-notification management to the server. The server obtains information about the risk computation and exposure statistics, but preserves the anonymity of the devices and their users (Ahmed et al., 2020).

For the German Corona-Warn-App, a decentralized architecture was used to fulfill German security and privacy regulations as well as to comply with various stakeholder requirements (e.g., concerns of the public). The importance of security concerns is also reflected in the team setup for developing the Corona-Warn-App, which involved five sub-teams responsible for (i) iOS, (ii) Android, (iii) back-end, (iv) security and data privacy, as well as (v) testing.

**Architecture.** In Figure 1, we display an overview of the different components of the Corona-Warn-App. The Corona-Warn-App uses Google’s and Apple’s ENFs for Android and iOS, respectively. These frameworks generate temporary identifiers, called Temporary Exposure Keys (TEKs), for the devices and store them locally. From the TEKs, Rolling Proximity Identifiers (PRIs) are derived and exchanged through Bluetooth Low Energy. If a user has been diagnosed with SARS-CoV-2, they can decide to upload their TEKs (in this context called diagnosis keys) to the Corona-Warn-App server. To prevent misuse, the validity of the test must be ensured, either through transmitting a digital test result or by involving an authorization code in the form of a transaction number (TAN). The authenticity of this proof is ensured by the verification server, which enables the upload to the Corona-Warn-App server. Afterwards, the Corona-Warn-App server makes the keys of that device available for all Corona-Warn-Apps to download. On all devices running the Corona-Warn-App, the downloaded key packages are provided to the locally running ENF. The ENF identifies, matches, and provides epidemiologically relevant data of encounters to the app. In turn, the Corona-Warn-App is able to compute the risk level of its users and provide the respective information to them.

2.6. Data Collection and Analysis

At SAP SE, we had access to three data sources for collecting information on the development process of the Corona-Warn-App: documentation, interviews, and expert input. We decided to rely on all three to complement the individual strengths and weaknesses of the sources. In the following, we detail how we collected and analyzed information from each source.

2.6.1. Documentation

To design our interview guide and put our interviewees’ answers into context, we also relied on the official documentation of the Corona-Warn-App as well as repository data. Precisely, the first author elicited information on the app’s architecture (cf. Section 2.5) and development processes (e.g., how to submit bug reports). The first author noted down software-engineering related
Table 1
Overview of our semi-structured interview guide.

<table>
<thead>
<tr>
<th>ID</th>
<th>Question</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>How did/does the team formation affect the planning phase (i.e., involvement of different stakeholders)?</td>
</tr>
<tr>
<td>P2</td>
<td>There are several inputs for defining features (e.g., requirements, community, legal, ...). How did/does the team manage these inputs and translate them into backlog items/features?</td>
</tr>
<tr>
<td>P3</td>
<td>Has the Corona-Warn-App planning phase changed since the beginning of the development or after the first release (i.e., maintenance)? If so, why?</td>
</tr>
<tr>
<td>I1</td>
<td>What are the differences between a normal Scrum process and the development process of the Corona-Warn-App?</td>
</tr>
<tr>
<td>I1.1</td>
<td>Why were these changes needed?</td>
</tr>
<tr>
<td>I1.2</td>
<td>What have been the consequent benefits and drawbacks?</td>
</tr>
<tr>
<td>I2</td>
<td>Since the Corona-Warn-App is an open-source project:</td>
</tr>
<tr>
<td>I2.1</td>
<td>How did/does the community support its implementation?</td>
</tr>
<tr>
<td>I2.2</td>
<td>What have been problems and benefits of involving the community?</td>
</tr>
<tr>
<td>I3</td>
<td>How was/is the communication between SAP SE, Deutsche Telekom AG, the open-source community, and other stakeholders organized?</td>
</tr>
<tr>
<td>I4</td>
<td>Did the Corona-Warn-App implementation phase change since the beginning of the development or after the first release (i.e., maintenance)? If so, why?</td>
</tr>
<tr>
<td>T1</td>
<td>How was/is the Corona-Warn-App tested?</td>
</tr>
<tr>
<td>T1.1</td>
<td>How did/do teams coordinate to ensure the test coverage of features?</td>
</tr>
<tr>
<td>T1.2</td>
<td>For integration tests, how did/do teams coordinate to locate issues?</td>
</tr>
<tr>
<td>T2</td>
<td>What were/are the main sources for bug discovery? Particularly, how did/does the community help in this regard?</td>
</tr>
<tr>
<td>T3</td>
<td>Security and data privacy are major concerns for the Corona-Warn-App:</td>
</tr>
<tr>
<td>T3.1</td>
<td>Were additional steps introduced to the Scrum process to check security/privacy concerns?</td>
</tr>
<tr>
<td>T3.2</td>
<td>Was there a parallel process focusing on security/privacy concerns?</td>
</tr>
</tbody>
</table>

2.6.2. Interviews

From our analysis of the documentation and the exploratory discussions with involved developers, we noticed that the development process of the Corona-Warn-App deviated from typical development processes at SAP SE, due to several unique properties (cf. Section 3). To obtain a deeper understanding of the development process, we decided to conduct interviews with different members of the respective project. For this purpose, we designed a semi-structured interview guide based on our research questions as follows.

**Design.** To design our interview questions, we built on our experiences with this research method, reflected on our exploratory discussions, and consulted existing guidelines (Glasow, 2005; Runeson and Höst, 2009). More specifically, the first author started to draft interview questions based on the exploratory discussions and his expertise as an SAP SE developer with a detailed understanding of the development cycles at SAP SE. Then, the first and last three authors collaboratively reviewed and revised the interview questions, taking the perspectives of external researchers (third, fourth, and last author) as well as a team lead (not of the Corona-Warn-App) at SAP SE (last author). Note that the second author did not participate in these steps, due to his special role as an expert on the development of the Corona-Warn-App (cf. Section 2.6.3). After we revised the interview questions, we ran a pilot interview with the expert to test its comprehensibility and fit to answer our research questions. The pilot study did not yield any necessary adaptations to the interview questions. Consequently, we were confident that...
we covered the relevant aspects comprehensively and could continue with the actual interviews.

**Interview Guide.** Depending on the role of an interviewee, we intended to ask different questions, which we display in Table 1. In the first section, we focused on identifying and understanding differences in the planning of the project. This section included the team composition (P₁), analysis of stakeholder inputs (P₂), and a general question on changes in the planning (P₃). In the second section, we were concerned with the actual implementation of the Corona-Warn-App. With these questions, we focused on differences to typical development processes at SAP SE (I₁), the adoption of open-source (I₂), communication between stakeholders (I₃), and again a general question on changes regarding the implementation of the app (I₄). Note that we compared the development process to other Scrum projects (I₅), since the Corona-Warn-App has been developed using Scrum. In the last section, we were concerned with testing and quality assurance, particularly regarding the app’s security. We elicited data on the general testing strategy (T₁), sources for discovering bugs (T₂), and how security or privacy concerns for the Corona-Warn-App changed this phase in general.

**Conduct.** We asked team members of the Corona-Warn-App to participate in our interviews, with candidates being proposed by the second and last author during our discussions. The participation was completely voluntarily, could be stopped at any point by the interviewee, and we did collect a minimum of personal information to ensure the interviewees’ anonymity. Prior to each interview, we shared our interview guide with the interviewees. Then, the first author conducted a recorded interview and discussed our questions with the interviewee. Note that we used the questions only as a guide, but allowed rephrasing in case it would improve the interviewee’s understanding.

We conducted six interviews from April to September 2021. In Table 2, we provide a summary of the interviews. As we display, the interviews typically took one hour, with only one shorter interview of 30 minutes. Since we invited interviewees with different roles—aiming for diversity over similarity, as recommended for qualitative surveys (Wohlin et al., 2012), it was not useful to ask all of our questions to each interviewee (i.e., we received most responses for the implementation phase). Still, as we show in the last column of Table 2, we conducted a detailed discussion about each section of our guide in at least one interview. For instance, the Quality Assurance Lead contributed the most detailed insights into the testing strategies employed for the Corona-Warn-App development. Due to the small size of the Corona-Warn-App team, we could not conduct many more interviews, but because we used these interviews to enrich the expert’s (cf. Section 2.6.3) knowledge with complementary insights only, we argue that this does not threaten our case study. Note that we focused on the development process itself, which is why stakeholders from outside of the core development team of the Corona-Warn-App at SAP SE cannot provide additional insights for answering our research questions.

### 2.6.3. Expert Knowledge

During our case study, we discussed intermediate results and potential adaptations to our analysis among the authors of this article, involving experts from SAP SE. Most importantly, we have been supported by an expert who has a detailed understanding of the app’s overall development (second author), since he served as the senior developer in the project and contributed extensively to the development. After we analyzed our data, we derived and discussed our main insights among all other authors (i.e., an independent analysis without the expert). Then, the second author (i.e., the expert) provided additional insights and clarified misunderstandings or vague details. For instance, the second author stated that “the very early involvement of domain experts, for example, in the fields of security and privacy, ensured that the system architecture could be determined before starting the actual development.” He further underlined the importance of constant communication among all involved stakeholders and the formal documentation of proposals and architectural decisions. Precisely, the second author remarked that “through constantly updated architecture documentation, misunderstandings can be effectively prevented and time be saved in the process.” Finally, he emphasized that for the project to run efficiently, this communication needed to work across team as well as organizational borders. Namely, the successful cooperation between the different organizations was achieved by “direct communication channels, regardless of the department or company somebody works in.” Such detailed insights were a tremendous help to understand the development of the Corona-Warn-App to structure, enrich, and refine our data.

### 3. RQ₁: Development Process

From our interviews, we identified six primary factors (F) that increased the complexity of developing the Corona-Warn-App compared to other projects at SAP SE:

- **F₁** The small period of time in which the app had to be developed to address the pandemic emergency.
- **F₂** The new working models that the pandemic mandated, most prominently home office.
F₃ The different organizations that were involved in the project, such as SAP SE, Deutsche Telekom AG, RKI, and the German Ministry of Health.

F₄ The high privacy and security standards that the Corona-Warn-App had to fulfill.

F₅ The open-source nature of the app, which raised challenges regarding developers’ ability to participate in and review the development process of the app.

F₆ The huge user base that the app targeted from the beginning (i.e., the whole German population that uses various devices from many vendors with different software as well as hardware components).

In the following, we elaborate on how these factors impacted the development process and, in Section 4, how these connect to the practices employed as well as challenges faced. For this purpose, we reference the labels of the respective factor in the following.

By synthesizing from all our data sources, we found that the Corona-Warn-App team, not surprisingly, faced several challenges during the planning phase of the project. For example, the involved team members had to form appropriate sub-teams, enable their collaboration (F₃), and ensure that they could deliver a secure as well as high-quality app within the limited period of time (F₁); all while working in the emergency situation caused by the pandemic (F₂). To overcome such challenges, the team members adapted their usual development processes to fit the specific circumstances of their situation. In Figure 2, we illustrate a general Scrum process, which is typically employed to develop software at SAP SE—and in similar forms in many other organizations. The activities and roles highlighted in light green in Figure 2 distinguish the adaptations the Corona-Warn-App team added to cope with the specifics of developing that app. Identically, the dashed arrows represent the workflows involving the newly introduced activities.

A specifically introduced scoping team created the product backlog and scoped the project by gathering requirements in meetings with the different stakeholders (cf. Section 2.4 and Section 2.5). This scoping team involved requirement engineers and product owners (but no developers) who talked to the customers and decided what should be added to the app in which release. Mainly, the team derived requirements based on the stakeholders’ input or their own expertise. To validate the requirements, the scoping team consulted with the solution architects team regarding the technical feasibility and experts (e.g., from the RKI or Fraunhofer Society) to align with epidemiological knowledge. After that, the scoping team worked with the development team to break the requirements down into concrete specifications and backlog items. This change has been implemented to facilitate the continuous communication with the various stakeholders involved (F₃), and to assure that the requirement analysis is transferred correctly to the development team. As a consequence, the resulting requirements were more robust and the expectations of the stakeholders well-defined. As for typical Scrum processes, the output of this step is the overall product backlog.

Before the actual implementation started, the solution architects team defined which components were required and through which interfaces they would interact. During a planning meeting, the team determined which items should be transferred from the product to the components backlog (which then represented the sprint backlog). In parallel, new features were directly communicated to the user-experience (UX) team, which was responsible for designing the graphical user interface (GUI) and creating respective specifications. The UX team prepared mock-ups of the user interface that could be validated with the stakeholders before the actual developers committed to implementing items from the backlog. This deviation helped SAP SE when discussing the design and implementation of the Corona-Warn-App with external stakeholders. In turn, the developers could directly start on more robust requirements, which saved time during the actual development.
Based on the mock-ups, security experts, data-privacy (DP) experts, and the architects worked with domain experts to add their specific requirements to individual feature tickets ($F_1$, $F_2$). Particularly, this group of stakeholders determined how to handle security and DP requirements, as well as how to implement epidemiological requirements. This step was introduced to cope with the highly specific medical and data-protection requirements, which constantly evolved with new scientific findings on the COVID-19 pandemic and changing legal regulations. So, the process of transferring items from the product backlog to the component backlog became more complex, but helped ensure that the various stakeholder requirements would be considered.

Next, following the typical Scrum process, the product owners and architects of each component of the Corona-Warn-App derived concrete sprint-backlog items. There have been two types of daily Scrums (cf. Figure 4): First, involving the Scrum team of the respective component only. Second, involving that Scrum team and representatives of all components as well as the solution architects of the Corona-Warn-App to keep the whole team updated about the progress of the overall project. During the typical sprint reviews and retrospectives, solution architects, domain experts, security and DP experts, as well as the development team ensured that all requirements were adhered to. Involving these experts in the reviews and retrospectives reduced the risk that the implementation of the Corona-Warn-App would require adaptations later on.

### Development Process (RQ1)

The development of the Corona-Warn-App followed a Scrum-like process, involving several modifications to integrate stakeholders from different organizations and domains. In particular, additional experts and activities for handling health as well as security concerns more directly were involved.

### 4. RQ2 & 3: Practices & Challenges

Next, we discuss the deviations we identified in the development process in more detail. Particularly, we report on the practices the Corona-Warn-App team implemented to guide organizations in similar situations (RQ2), and the challenges the team faced to guide future research (RQ3). Note that while facing several challenges when developing the app, the Corona-Warn-App developers figured out solutions for most challenges and delivered the project in a timely manner. We hope that presenting how the team resolved challenges will help other organizations in developing solutions for managing future emergency situations. While these solutions may not be suitable in every situation, they can help building a foundation for defining standardized practices and guidelines, understanding the impact of a solution, as well as developing new techniques for supporting developers that would be immensely helpful for future emergencies.

#### 4.1. Team Formation

A first challenge of developing the Corona-Warn-App was to set up a fitting team and enable the collaboration between organizations in a pandemic with severe restrictions regarding traveling and working in the office ($F_3$).

**Solution-Architects Team.** In contrast to typical development projects at SAP SE, developing the Corona-Warn-App has been an exceptional and time-critical request by the German government ($F_1$). When SAP SE and Deutsche Telekom AG started working on the project, they formed the solution architects team. The main task of this team was to derive the architectural blueprints for the app based on the available technology (particularly drafting the use of the ENF for a decentralized architecture), the technical requirements (e.g., bandwidth estimations), and the required usage patterns (e.g., the requirement to only allow verified tests to be used for a warning). Those decisions played an essential role in forming the sub-teams and involving the experts needed to make the project a success. Concretely, one interviewee stated that they had to know the technical blueprints to involve the right stakeholders in the project:

“After we had found out what we need as a development resource, we started recruiting people for the project.”

The practice of first defining the requirements and involving corresponding experts worked well, even though the emergency situation may prompt developers to simply start implementing a solution. This would easily have lost important time, since the requirements for the Corona-Warn-App were highly specific (e.g., health data, security) and changed regularly (e.g., due to new research findings or policies), which required constant monitoring by experts.

**Cross-Organization Collaboration.** SAP SE and Deutsche Telekom are two large companies with different processes, environments, and cultures. Consequently, it was a challenge to form a larger team from these two companies and enable them to work in harmony in a short timeframe. The employees of both companies knew the positive impact of the project on the public, which lifted the teams’ motivation to collaborate and coordinate to successfully deliver the Corona-Warn-App. Furthermore, the managers and architects made sure to dismiss the boundaries between the two companies by encouraging the teams to stay connected and communicate directly. As one interviewee expressed:

“We are here to solve a problem. I had a great communication experience, if there is an issue we call the involved person directly regardless of the imaginary boundary of company or location.”

To enable this communication, the project management defined the responsibilities of each team and team member clearly, so that the team members knew whom to contact for what issue. This solution worked well according to the feedback provided by our interviewees, with one stating:
In the project, the scoping team was responsible for identifying the next set of features that the team should deliver. Then, the architects enriched the requirements with technical details that were required for the implementation. Finally, the team lead of each component translated the technical details that were required for the implementation.

Gathering Requirements. The features that should be developed in a sprint were determined during the planning phase of the development process (cf. Figure 2). However, the Corona-Warn-App consists of several components that should deliver independent, yet consistent, features, for instance, for contact tracing and certificate management. Each component has its own architect and backlog, which must be synchronized to achieve the overall goals of the Corona-Warn-App. In the project, the scoping team was responsible for identifying the next set of features that the team should deliver. Then, the architects enriched the requirements with technical details that were required for the implementation. Finally, the team lead of each component translated the technical requirements and specifications into backlog items for the development team.

Determining the functional and non-functional requirements of a new system is a critical step in software engineering, since even a slight misunderstanding between the engineers and the stakeholders wastes time and money (Silhavy et al., 2011). Wasting time is not acceptable in time-critical development projects that tackle an urgent emergency, such as the Corona-Warn-App. Therefore, the Corona-Warn-App project introduced the scoping team to regularly meet with stakeholders to discuss and analyze new or changing requirements. Then, the scoping team mapped each requirement to a specific release of the app. In addition, the team met with security and DP experts to receive their feedback and requirements with respect to each new feature. So, the scoping team was, as defined in an interview,
the intended features. As a result, the appropriate changes were incorporated into the security and DP requirements.

Finally, the output of the previous steps was documented in a ticketing system. This documentation was used by the team leads to create detailed backlog items for the development teams, which now had the information required to implement the features. Notably, this process requires immense flexibility to tackle urgent requirement changes (e.g., due to new research findings) or severe bugs. In such cases, the process may have not been fully executed, and the architects rapidly gathered people to define backlog items:

"It is not a fixed process, sometimes we might face unspecific and urgent challenges, so we just need to get the right people together and keep going."

While a structured process helps developers coordinate and guide the overall development, it has been an invaluable practice for the Corona-Warn-App to have people that can rapidly gather a team to tackle an urgent problem.

Practices (RQ2): Planning

In a novel emergency situation, it is important to set up a team with experts on the corresponding requirements that can directly contact all involved stakeholders, helping to define the most important features and accelerating the development. While a defined process for adding new features or bug fixes helps structure the development, an emergency situation will cause constant deviation to handle urgent requests, which should be directly managed by the expert team.

Research Challenges (RQ3): Planning

To help in future emergencies, researchers should design techniques and processes that allow to flexibly integrate different stakeholders at any point in time. Agile processes are helpful in this regard, but better support for rapidly specifying, documenting, and integrating requirements of different stakeholders (e.g., epidemiologists) is needed.

4.3. Implementation

The Corona-Warn-App consists of several components (cf. Section 2.5) that were implemented and maintained by different teams (F3, F4). As we described in Section 4.2, the team leads worked with the solution architects to create detailed backlog items for the development team. Each backlog item contained all pieces of information needed to implement the defined features, including details on: (i) the GUI design, (ii) communication interfaces, (iii) technical requirements, (iv) stakeholder requirements, (v) security requirements, and (vi) DP requirements. After defining this information, the actual implementation of requested features started. We display a detailed overview of this development process for the Corona-Warn-App in Figure 4.

Programming. Based on the backlog items defined for the next sprint, a development teams’ backlog items for each component were defined in collaboration between its architects and product owner. While implementing the features, each team had its own daily Scrum to report progress and ask for help if needed. Likewise, the solution architects and the teams’ architects had a daily meeting to make sure the development of all components were aligned, and to clarify any occurring issue. In addition to the daily meetings, the solution architects had a weekly meeting with the stakeholders to keep them updated and resolve any remaining issue.

Reviews. As an explicit step, the Corona-Warn-App developers introduced a pair-review into their development process. In this step, after a developer finished working on a feature in a feature branch, the developer opened a pull request. Afterward, the pull request was reviewed as soon as possible by the authoring developer and a senior developer (i.e., the pair) to reduce the time needed for the code to reach the development branch.

Deployment. Once a new version of any component was deployed (after passing automated tests that are integrated in the build pipeline) the test team started to test the app. In the end, the team submitted a testing report to the architects. As a result, the architects could determine the best fitting team member for any bug found and guided them in resolving the bug. During all steps of the process, the security and DP experts were involved and available to provide feedback for the Corona-Warn-App developers regarding security.

Engaging the different stakeholders (e.g., GUI team, epidemiologists) throughout the development process helped the solution architects manage the implementation of the
Corona-Warn-App more efficiently. Involving these stakeholders directly into the process based on constant feedback has been a good practice to reduce the time and amount of rework needed to develop the app. Particularly, the direct interaction between developers and domain, security, or DP experts, saved time when implementing new features.

**Practices (RQ₂): Implementation**

In emergency situations, we recommend to closely integrate the required experts into the development to save time when designing, implementing, and testing a system. Enabling close collaboration between developers and these experts helps implement features faster and with less rework.

**Research Challenges (RQ₃): Implementation**

To help in future emergencies, it would be immensely helpful for experts from various domains to provide continuous feedback during the development (and Scrum) process, for which we need techniques that support their understanding of the system and for tracing as well as visualizing information.

### 4.4. Testing

Any software should be tested using a well-defined testing strategy that is integrated into the development process. For the Corona-Warn-App this posed particular challenges ($F_1$, $F_4$, $F_5$), since it had to be developed as fast as possible for a highly heterogeneous user base (e.g., various devices and vendors) and for partially rapidly changing requirements (e.g., based on changing laws and knowledge about the virus). In parallel, the Corona-Warn-App was under constant critical observation, and testing the app was a key activity to improve public trust in its usefulness.

**Testing Strategy.** Since the costs of tracing and fixing a bug increase with the delay of its discovery, the testing team of the Corona-Warn-App was directly involved in each sprint. After the development teams decided which features should be developed within the next sprint, the test team received a technical description document. This document contained information about the components that will be changed, the new features, and the expected behavior of each feature. As a result, the test team started with developing a new test plan that contained the new test cases and the required regression tests. If feasible, the test team collaborated with an automation team to create automated tests based on the test plan. Tests that could not be automated were applied manually by the test team. To validate the test plans themselves and stay informed about any changes of any components of the Corona-Warn-App, the test team had initiated their own weekly meetings with architects and senior developers. From our interviews, we learned that these practices enabled the testing team to define, validate, and set up their testing strategy more efficiently.

**Bug Reporting.** When the test team discovered a bug or unexpected behavior, the team opened a new ticket about it. The ticket contained all information needed to reproduce the bug, such as the operating system, type of device, screenshots, and audit logs. In addition to that, whenever possible, the test team debugged the bug and instructed the development team with respect to the specific component that the test team expected to be the origin of the bug. This additional step accelerated the identification and fixing of bugs.

To help identify the team responsible for fixing the identified bug, the test team attached a predefined tag to the bug-report ticket. Using these tags, the ticketing system assigned tickets to the responsible team architect or scrum master automatically. One of these two could assign the ticket to the corresponding developer. In case of uncertainty about any issue identified, the test team contacted the responsible development team directly and discussed the issue. This collaboration and direct communication helped to avoid unnecessary bugs to be reported, and to add more context to valid ones. Also, it became more efficient to validate bug reports and their fixes as well as to clarify ambiguities arising between the teams. Our interviewees noted this for the Android version of the Corona-Warn-App in particular, for which many different parameters (e.g., version, device,...
Enabling Community Contributions. The Corona-Warn-App had a highly active supporting community, as mentioned by an interviewee:

“The people were extremely enthusiastic about the Corona-Warn-App, they took a lot of their time to look at the app, provide feedback, and suggest improvements.”

To improve how the community could contribute to the Corona-Warn-App, a dedicated community-management team was introduced later on. This team crafted and updated the policy on how the community could contribute to the development of the Corona-Warn-App.

Specifically, the community continued to contribute via the established features of social-coding platforms (e.g., pull requests, issues), keeping a workflow that is well-known to developers. Also, the community-management team opened up the Corona-Warn-App to allow the community to Beta test any new release. The respective testers could then report issues that were reviewed by that team, which also communicated with the tester to clarify any missing details. As a consequence, over time, this team became responsible for refining community comments, bug reports, and feature requests in the core Corona-Warn-App development-team backlog as well as for providing feedback to the community about their contributions. Finally, the community-management team developed a dashboard to help them interact with the community quickly and efficiently, particularly to cope with the high participation and use of various GitHub repositories for different app components. This practice of establishing a dedicated team that manages community contributions and involves interested stakeholders in software development worked well, since that team allowed the developers to focus on the most important features, identified valuable contributions, and built trust to the public via direct communication.

Practices (RQ2): Stakeholder Involvement

To handle public interest, built trust, and manage community contributions, we recommend to involve all stakeholders into the development of an emergency system through a dedicated team. The input of the different stakeholders (e.g., bug reports) are invaluable to assure the quality and increase the use of the system.

Research Challenges (RQ2): Stakeholder Involvement

To help in future emergencies, we see the need for more insights and guidelines on how to involve various stakeholders into software development, particularly regarding building trust, balancing requirements trade-offs, and managing intellectual property. More support for such concerns in established tools like GitHub would be of great value.

4.5. Stakeholder Involvement

As discussed, the Corona-Warn-App was heavily structured around close stakeholder involvement, aiming to accelerate the development and deliver the app as fast as possible (F1, F3, F5, F6). Still, involving all stakeholders, other communities (cf. Section 2.4), and the general public to build trust posed novel challenges for the developers.

Stakeholder Engagement. To enable stakeholders (e.g., general public, researchers) and the open-source community to participate in all stages of the development process, already the first repository of the Corona-Warn-App was made public. At the beginning of the development, the community actively posted new feature requests and opened pull requests implementing these features. Since the Corona-Warn-App is an emergency app, the features requested by the official customers (i.e., RKI and the German government) were most pressing and most important to be implemented as fast as possible. So, the teams at SAP SE and Deutsche Telekom AG focused more on implementing these features and rolling out updates more frequently. This led to less direct participation of the community through GitHub, since it took time for the Corona-Warn-App team to review submitted code. Still, the Corona-Warn-App team always had the community in mind and wanted to enable more direct participation. Unfortunately, a lack of official processes to integrate code of the community into the app, security requirements, and constraints of intellectual property resulted in most community contributions not becoming part of the app. As a result, the main contributions of other stakeholders were pull requests, submitted feedback, and opened feature requests or bug reports.

Practices (RQ2): Testing

To assure the quality of an emergency system, we recommend to set up a dedicated testing team, even if the urgency of developing the app may pressure organizations in not doing so. Involving the testing team directly into meetings and providing them detailed specifications helps define independent tests, with the testers’ knowledge and independence yielding high-quality bug reports and better assignments to the responsible developers.

Research Challenges (RQ3): Testing

To help in future emergencies, further automation for bug-reporting would be helpful, for instance, to guide testers in designing tests and assigning bug reports correctly. Facilitating such tasks for testers could greatly accelerate the process or resolving bugs and addressing urgent inquiries.
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5. Threats to Validity

In this section, we briefly summarize the most important internal and external threats to the validity of our case study.

5.1. Internal Validity

Regarding the internal validity, our insights may be threatened because we heavily built on the second author’s experiences as senior developer of the Corona-Warn-App. However, since we focused on the general processes, practices, and most critical challenges the Corona-Warn-App developers experienced, his experiences are invaluable for our case study. To mitigate this threat, we interviewed six developers involved in the Corona-Warn-App, elicited additional data from the app’s documentation, and internal discussions. These further data sources improve our confidence in the practices and challenges we elicited, but the threat still remains. Still, this is a typical threat for exploratory case studies and experience reports that elicit such data (e.g., on developers’ communication) from industrial practice.

Another possible threat is the extent of the questions asked. While adding more in-depth questions would increase the recorded information, we argue that it would not lead to further aspects mentioned by the interviewers, but rather to repeating stand points.

5.2. External Validity

The most relevant threat to the external validity of our case study is that we report only on a single case in which an app was developed within and for managing an emergency situation. This app development was exposed to unique properties, due to the nature of the project: A collaboration of several organizations, involvement of various stakeholders as well as the open-source community, and pressure of the COVID-19 pandemic. So, although the practices we reported helped the Corona-Warn-App team, they may not be suited for other circumstances and projects. Furthermore, the processes at SAP are most likely not fully transferable to other organizations, but we argue that our findings remain useful for other organizations that apply Scrum. Although more research is needed to validate our best practices in other projects, we are positive that they can help organizations in similar emergency situations. Moreover, we report a substantial case study on the internals of developing the German Corona-Warn-App, which are rarely available for researchers to study. Thus, we argue that our exploratory case study is immensely valuable for researchers and practitioners to build theories and manage future emergency situations, which are likely to occur even more often (e.g., monkeypox virus, natural disasters due to climate change).

Another threat to our work is the limited number of interviews we could conduct, due to the small team size of the Corona-Warn-App core team. Since we were aware of this issue from the start, we consulted an expert to double-check the plausibility of the given statements and reviewed the official documentation of the Corona-Warn-App. So, we tried to mitigate this limitation and contribute reliable insights. Furthermore, the selection of interviewees may threaten our findings, due to the limited number of interviewees having insights into the security, DP, and testing teams. However, we argue that more interviews with members of such teams would provide only few new insights. First, we are concerned with the software-development practices, but many stakeholders in these teams were experts on other areas and not involved in the actual software development. Second, the expert would have pointed us to any stakeholders that could have contributed significantly different insights. Consequently, we argue that this threat is mitigated.

6. Related Work

We are not aware of any study that reports on the overall development of a COVID-19 contact-tracing app in the same level of detail as we do. Some related work are the studies by Bano et al. (2020), who analyze to what extent contact-tracing apps fulfill their defined requirements; and by Sutcliffe et al. (2021), who investigate the impact of values on such apps’ requirements. However, neither do these studies provide details on other development steps, nor do they elicit information on the development from involved stakeholders. More research has focused on analyzing different tracing apps from a technical or ethical point of view (Abuhammad et al., 2020; Ahmed et al., 2020; Erikson, 2021; Garousi and Cutting, 2021; Gupta et al., 2021; Liang, 2020; Morley et al., 2020; Sun et al., 2021). In this context, the study of Reelfs et al. (2020) is the closest one to our own, since the authors study the Corona-Warn-App Germany. Still, none of these works provides detailed insights into the actual development processes, good practices, or challenges. Some other studies have been concerned with the impact of the COVID-19 pandemic on software developers (Ralph et al., 2020; Russo et al., 2021; Silveira et al., 2021). These studies focus more on the impact of the pandemic on the individual, whereas we focus on its impact on the development process of an emergency app in this article. Consequently, our contributions advance the existing body-of-knowledge with a substantial and detailed case study on the development of a contact-tracing app.

Similar case studies and experiences have been shared regarding software development in the COVID-19 pandemic and other emergency situations, but mostly on other software systems than an actual contact-tracing app. Closely to our work is the experience report by May et al. (2024), who report on the development of a COVID-19 certificate-verification system in a startup. While there is some overlap, the different natures of the systems and organizations (large companies versus startup) involved also lead to differences and complementary insights to ours. Bombarda et al. (2022) shared their experiences of developing medical software systems in the pandemic within an international team. Not surprisingly, several of their and our lessons learned are closely related and similar, improving our confidence in our case study—which contributes additional evidence from another case. For example, both studies led to the lesson that coordination among the involved teams was key. Our
case further underpins the suggestion by Bombarda et al. that open-source practices may be helpful for emergency projects. Similarly, both studies agree, among others, on the importance of defining clear responsibilities, having structured code reviews, defining requirements early, as well as architecting a system properly even in an emergency. Other studies underpin these experiences regarding the communication among distributed teams in emergency situations (Plotnick et al., 2008) and the integration of ethical values into development processes (Nussbaumer et al., 2023). Besides contributing additional evidence on such previous findings, we also shared new insights from a different and highly specific case in this article.

7. Conclusion

In this article, we reported an exploratory case study on the development of the German Corona-Warn-App at SAP SE. For this purpose, we conducted six interviews with developers at SAP SE, analyzed the available documentation, and discussed our findings with a senior developer of the app. In summary, we found that:

RQ1 Six key factors complicated the development of the Corona-Warn-App and resulted in modifications to the typical Scrum process employed at SAP SE, particularly to include experts on relevant topics of interest (cf. Section 3): (1) limited time; (2) new working models; (3) multiple organizations being involved; (4) high privacy and security standards; (5) open-source nature; and (6) diverse user base.

RQ2 We learned about five practices that the developers of the Corona-Warn-App considered helpful to develop the Corona-Warn-App (cf. Section 4):

(1) Facilitate cross-organization communication to ease the direct interaction between the stakeholders involved in the whole project;
(2) Have architects gain a good overview understanding of the project, enabling them to involve the experts needed to implement specific features—particularly for time-critical requests;
(3) Involve relevant domain experts directly into the development process from the beginning to reduce the need for reworking parts of the app and improving its quality;
(4) Implement a parallel testing process via a dedicated, independent testing team that constantly synchronizes with the developers to obtain high-quality bug reports and apps; and
(5) Engage stakeholders and the (open-source) community to receive external, rapid feedback.

RQ3 Corresponding to each practice, we identified challenges as opportunities for future work that can help in other emergency situations (cf. Section 4):

(1) Improving the on-boarding and communication in cross-organization teams;
(2) Designing techniques and processes that enable the flexible integration of stakeholders;
(3) Conceptualizing how to provide and trace information in a format comprehensible for stakeholders with varying expertise;
(4) Automating processes for bug reporting and code reviewing; and
(5) Developing and testing recommendations for involving various stakeholders in an emergency project to guide them in understanding the trade-offs between requirements.

While some of our insights are similar to related work (cf. Section 6), we contributed a unique and highly interesting case. Thus, our article provides additional evidence as well as completely new findings. We hope that our insights help guide future research in preparing software engineering for future emergencies.
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