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Abstract. The academic publishing landscape is rapidly evolving, mak-
ing quality assessments and impact evaluations of scientific papers in-
creasingly challenging. Understanding the respective methods is crucial
for maintaining the integrity, quality, and relevance of academic pub-
lishing in such a changing environment. In this paper, we investigate
existing quality-assessment methods for scientific papers, as well as their
advantages and disadvantages. For this purpose, we conducted a system-
atic literature review to capture a comprehensive overview of existing
methods, which led to 43 papers and 14 methods. Specifically, we analyze
their usage, strengths, and weaknesses, in addition to potential avenues
for enhancements. The results can support researchers by providing the
knowledge to navigate through quality-assessment methods to make evalu-
ations concerning the reliability and suitability of diverse methods within
a specific scientific context.

Keywords: Academic publishing · Publications · Assessment methods ·
Quality

1 Introduction

The continuous surge in the number of research papers necessitates the implemen-
tation of rigorous evaluation procedures to uphold the integrity and credibility of
scientific research. Consequently, it becomes imperative to establish and employ
robust methods for assessing the quality of scientific papers. These methods play a
pivotal role in ensuring that only publications adhering to the highest standards of
integrity and reliability are disseminated among the scientific community, which,
in turn, contributes to the advancement of knowledge. By employing robust
quality-assessment methods, researchers can identify papers that meet rigorous
standards and provide valuable insights or contributions to their respective disci-
plines. The ongoing assessment of paper quality, both pre- and post-publication,
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plays a vital role in upholding the standards of scientific research and in ensuring
the credibility and validity of scholarly knowledge. Praus [84] states that assessing
research performance involves the application of objective metrics that gauge
productivity and citation influence [73]. These metrics can be classified into two
main categories. The first category comprises quantitative measures related to
research outputs, such as papers, books, reports, book chapters, patent [77,83],
and various economic and commercial parameters [3]. The second category re-
volves around the evaluation of citations, either independently [112, 120] or in
combination with the volume of published papers [2]. Unfortunately, an overview
of existing quality-assessment methods (also going beyond metrics) is missing.

In this paper, we report a systematic literature review (SLR) with which
we elicited an overview of existing quality-assessment methods for scientific
papers, with a specific focus on their mechanisms, advantages, disadvantages, and
applicability. The primary objective of our research is to provide researchers with a
thorough understanding of different quality-assessment methods. By meticulously
analyzing and synthesizing the findings from numerous studies, this paper aims
to furnish researchers with a deeper overview of the mechanisms and techniques
employed in determining the quality of scientific papers.

Please note that quality assessment varies by context, and researchers may
lack awareness of applicable metrics and methods. Particularly, specializations
on a particular field can limit their ability to assess papers beyond that field.
Also, evolving assessment criteria can pose challenges, especially for long-time
researchers. So, quality assessments can be resource-intensive, with few available
tools or guidelines, leaving researchers unsure where to start. Ultimately, our
research aims to promote a culture of robust and trustworthy scientific practices,
fostering the advancement and credibility of scientific research as a whole. For
this purpose, we contribute the following:

• We review 43 papers to provide an overview of quality-assessment methods
employed to evaluate the impact and quality of scientific papers.

• We extract and discuss key issues that point out the advantages and disad-
vantages regarding the quality-assessment methods.

• We define research directions to improve existing quality-assessment methods.

We hope that our contributions can help researchers improve quality-assessment
methods for scientific papers and make these fairer.

2 Background and Related Work

With the continuous advancement of technology (e.g., large language models) and
the emergence of new research areas, scientists are sharing an ever-growing amount
of research each year, resulting in an overwhelming abundance of published
works [5]. This increase poses challenges, especially for evaluating the quality of
publications and research. Some common challenges are:
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• The steadily increasing volume of publications makes it challenging for
researchers to keep up with the latest advancements, potentially leading to
crucial insights being missed [63].

• The pressure to publish can lead to an increase in low-quality or poorly
reviewed papers, including those in predatory journals [41].

• With an ever-increasing number of papers, peer reviewers face difficulties in
providing thorough and timely reviews, potentially leading to oversights in
the assessment processes [107].

• Publishing in various different venues, including conferences, journals, and
pre-print servers, makes it harder to track and assess the latest research
developments comprehensively [24].

Quality is a multifaceted concept that varies depending on its context. It typi-
cally pertains to the attributes defining excellence or standards of something [57].
Josiam et al. [51] stress the significance of high-quality research for reasons
like enhancing participant engagement, reducing biases, and ensuring trust-
worthiness. They propose eight universal criteria for assessing research quality,
encompassing topic relevance, rigor, authenticity, credibility, contribution, ethics,
and coherence [110]. Key methods for assessing paper quality include peer re-
views, bibliometrics like citation rates, impact factors, circulation, manuscript
acceptance rates, and more [15, 16, 101]. Research on knowledge quality has
surged, with a consensus that knowledge quality differs from typical information
and data quality [81, 85, 117]. However, the literature remains fragmented due to
the subjective nature of knowledge [71, 95], contextual factors [30, 62, 72], and
challenges in defining knowledge quality [85].

In education, Bridges et al. [23] suggest three potential quality indicators
for research publications: publication venue, citation frequency, and number of
downloads. However, these are not ideal substitutes for reading-based assessments.
Datasets can be assessed for quality using various research data indicators. Konkiel
et al. [57] classified these indicators into five categories: quality, citation-based,
altmetrics, usage statistics, and reuse indicators. The study of Koya et al. [60]
also addresses dataset quality, dividing it into internal view dimensions (design
and operational aspects) and external view dimensions (utilization and value).
Various researchers have studied perspectives for assessing research quality like
peer review, publication count, citations, or research grants [88, 97, 101] and
defined research quality through plausibility, originality, and scientific value [8,
82]. The work of Margherita et al. [70] compiles 77 quality dimensions into
five categories: research vision, research process, research description, research
diffusion, and research impact. In research, “impact” denotes the significance
or consequences associated with a particular study or paper within its field,
the scientific community, or society. This impact can materialize in various
forms, including citation frequency, practical applicability, policy implications,
paradigm-shifting insights, or educational contributions [90].

Confusion between a paper’s impact and its inherent quality arises from
several factors. First, the common use of citation counts as an impact measure
may mistakenly link high citations with high quality, even when citations result
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from critiques or debates. Second, a paper’s impact varies across research fields,
making universal quality assessments difficult. Lastly, the timing of effects can be
ambiguous, as influential papers may take time to gain recognition and citations,
potentially influencing perceptions of their quality. Evaluating paper quality
can be subjective and impacted by individual biases. Impact metrics provide
quantifiable data, but may not capture the full range of quality. Balancing short-
term practicality and long-term significance can be challenging [88]. In conclusion,
impact and quality are connected but represent separate aspects of research
assessments, with both being important for evaluating papers.

3 Methodology

We aimed to understand contemporary methods used for assessing the impact and
quality of scientific papers. For this purpose, we employed a systematic literature
review following the guidelines for software engineering research proposed by
Kitchenham [54]. Proceeding from these guidelines, our methodology for the
systematic search involves the steps we explain in this section.

3.1 Research Questions

We defined three research questions (RQs) to guide our work:
RQ1 What are current state-of-the-art quality-assessment methods employed to

evaluate the impact and quality of scientific papers?
This question explores temporary methods used to assess the quality and
impact of scientific publications. Understanding these methods helps re-
searchers make informed decisions for choosing and evaluating papers,
promoting robust research practices.

RQ2 What are the pros and cons of the quality-assessment methods?
This question aims to compare and analyze current quality-assessment
methods to uncover their strengths and limitations. Investigating these
pros and cons provides valuable insights for researchers and practitioners,
enhancing research evaluations. This analysis advances quality-assessment
practices in the scientific domain.

RQ3 How can the existing quality-assessment methods be improved to better
ascertain the quality and impact of scientific papers?
This question aims to explore enhancements in quality-assessment methods
for a more accurate evaluation of scientific papers. By proposing and
analyzing potential improvements, we seek to contribute to more effective
and reliable methods for evaluating research publications, thereby benefiting
researchers and advancing research-assessment practices.

Answering these questions provides an overview for future research to build upon.

3.2 Search Strategy

According to Kitchenham [54], selecting search terms as well as defining search
resources are key for a systematic and reliable search strategy. To generate search
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strings, we defined key terms. We combined these terms with OR operators to
derive different search strings. Based on the individual search strings, we built
the following search string by connecting each string with an AND operator:

“(TITLE((‘quality’ AND (‘indicator*’ OR ‘evaluation*’ OR
‘assessment*’ OR ‘measurement*’ OR ‘metric*’ OR ‘method*’) AND
(‘research’ OR ‘publication*’ OR ‘scholarly’ OR ‘paper*’))) AND
(LIMIT-TO (DOCTYPE , "ar") OR LIMIT-TO (DOCTYPE , "cp")) AND
(LIMIT-TO (LANGUAGE , "English"))”

We deployed our final search string on Scopus4 as our primary digital library,
which offers a wide range of high-quality studies.

3.3 Selection Criteria

We defined the following inclusion criteria (ICs) for identifying relevant papers
based on our research questions:
IC1 The papers underwent a formal review process and are officially published

in a journal, workshop, or conference. This requirement ensures that the
selected papers have been evaluated and fulfill a certain level of quality.

IC2 The papers are available in PDF format, while we ignored audio, video, or
HTML formats.

IC3 The focus of our SLR is on papers belonging to any domain. So, we did not
narrow our selection to papers conducted within a certain domain.

IC4 The primary aim of our study is to identify the current state-of-the-art
in quality-assessment methods for scientific papers, in both pre- and post-
publication. Thus, we aimed to retrieve papers that directly address this
objective, exploring the mechanisms and techniques used.

IC5 Only papers with accessible full-texts are included. Due to limitations in
digital libraries, some papers may be inaccessible to us. Consequently, we
can focus on papers with fully accessible text only.

Additionally, we defined the following exclusion criteria (ECs):
EC1 Papers written in languages other than English are excluded. We set English

as the standard search language in our search string.
EC2 Papers that contain only abstracts or similar short summaries are not

included. These types of papers offer limited and unsatisfactory information.
EC3 Thesis papers, scientific transcripts, non-traditional publications, non-commercial

publications, and non-academic publications are excluded. These papers
may lack systematic or meaningful information.

EC4 Papers without publisher information or publication type are excluded. The
credibility of papers lacking this information is questionable, and thus they
are not considered.

Using these criteria, we aimed to ensure the quality of the primary studies we
selected for conducting our SLR.

4 https://www.scopus.com/

https://www.scopus.com/
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3.4 Data Extraction

During an SLR, the step of extracting data is vital to systematically gather
data from the selected primary studies and to address the defined research
questions. Proper data extraction ensures the reliability of the data synthesis,
standardization, quality assessment, gap identification, and transparency. To
collect bibliographic information, we use standardized forms with predetermined
fields for each primary study: name of the authors, date of publication, publication
ID, title of publication, publication details, and publication venue.

To ensure the systematic extraction of information from each primary study
with respect to our research questions, we established specific extraction forms
that capture key sections. These sections included the study’s summary, objective,
proposed method, method description, results and findings, methodology evaluation,
as well as limitations of the method. We designed these forms to facilitate the
consistent collection of these essential details from each study.

3.5 Conduct

In Figure 1, we display the conduct of our literature search and the number of
papers we ended up with after each step. We executed the search in August 2023,
retrieving a total of 2,667 papers. The first and second authors independently
screened all publications to identify those that provided direct evidence relevant
to our research questions by applying part of the ICs and ECs, such as language,
type, and format. This way, the two authors narrowed down the number of
papers to 1,806. Disagreements between the two authors were resolved through
discussions until they found a common denominator. After analyzing titles and
abstracts in detail, the number of papers decreased to 541 and subsequently 118.
Then, we applied our ICs and ECs by skimming the full texts of the remaining
papers, leading to a conclusive count of 81 papers. Afterwards, we thoroughly
scrutinized the full text of these papers reaching 40 we deemed relevant. Finally,
we performed backwards snowballing on these 40 papers, which led to the
identification of 3 new papers (43 total). We performed a cross-validation of the
selected papers and extracted the relevant data.

Evaluation of Title

 (N = 541)

Search String in
Scopus

 (N = 2,667)

Inclusion and
Exclusion criteria 

(N = 1,086)

Validation and
Snowballing 

(N = 43)

Application of
Selection Criteria 

(N = 81)

Evaluation of
Abstract

 (N = 118)

Fig. 1: Phase wise paper collection



Scholarly Quality Measurements: A Systematic Literature Review 7

Table 1: Summary of the quality-assessment methods and the corresponding
primary studies (PS).

ID Method PSs Quality Impact First

1 Journal Impact Factor [6,25,32,42,48–50,55,
86, 102, 103, 107, 111,
118,121]

√ √
1955

2 Citation Count [6, 8, 23,32,37,38,48,
55,57,88,102,103,107,
113,118]

√ √
1960

3 Peer Review [8,23,34,48,49,76,88,
89,107,113,121]

√
1970

4 Crown Indicator [50]
√ √

1995
5 Novel Methodology [55]

√ √
2000

6 SIGAPS [111]
√

2002
7 H-index [8, 50,84,102,107],

√
2005

8 Journal Rankings [48,78]
√ √

2007
9 EERQI [23,42,43]

√
2008

10 Altmetrics [57]
√ √

2010
11 Peer Review: post-publication [9]

√
2018

12 HCP [84]
√

2019
13 SRQAM [37]

√ √
2021

14 RipetaScore [106]
√

2022

3.6 Results and Discussion

In this section, we present the results of our SLR. We identified a total of 43 papers,
which we analyzed according to the criteria we defined for the data extraction.

RQ1 What are current state-of-the-art quality-assessment methods
employed to evaluate the impact and quality of scientific papers?

We started by constructing a table summarizing the diverse quality-assessment
methods found in the selected papers. Notably, 30 of these papers discussed one
or more assessment methods. The remaining papers either explored quality in
different contexts or discussed the pros and cons of specific methods. In Table 1,
we present all quality-assessment methods we gathered. Several of them belong
to the category of bibliometrics.

Bibliometric indicators employ statistical and mathematical metrics to mea-
sure both quality and quantity [45, 50]. Bibliometrics includes employing various
indicators like citation counts, journal impact factors, or the h-index. Researchers
use these indicators to measure their impact, while organizations employ them
for appointments, promotions, funding, and assessing research quality [33,50].
1. Journal Impact Factor (JIF) was introduced by Eugene Garfield in 1955 to
measure the average paper’s citations within a specific year [39]. It is calculated
as the ratio of year 3 citations to items published in years 1 and 2, relative to
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the number of substantive papers in those years [39]. It is used for evaluating
scientists, research groups, academic promotions, and funding allocations based
on the assumption that a journal represents its papers [48,69,96]. While JIFs are
a widely accepted indicator for journal quality, they may not reliably represent
individual paper quality [107].
2. Citation Count reflects the attention a paper receives from peers, effectively
serving as a form of peer review [23]. It was first introduced during the devel-
opment of bibliometrics which was tied to Eugene Garfield’s introduction of
the Science Citation Index (SCI) in 1961 [7]. Initially, SCI served as a biblio-
graphic database for information retrieval but also enabled quantitative analysis
of scientific literature [115]. Databases like SCI, now part of Web of Science,
became popular for citation analysis. They record paper references, allowing
citation counts for research assessments. In the early 2000s, competing databases
like Scopus and Google Scholar also incorporated citation statistics [8]. The
simplicity of using citation counts makes it the top choice for many evaluation
tasks [113]. In theory, citation counts measure research productivity compared
more reliably compared to paper counts, as they reflect a paper’s utilization
and its contribution to science [113]. Citation data is used for research quality
assessments [107] to quantify how often research impacts and possibly influences
the work of researchers, akin to an extended form of peer review. Citations
indicate peer recognition and are a vital quality indicator; their absence suggest
either exceptionally complex or low-quality work [102].
3. Peer Review is a primary criterion for assessing research quality, prioritiz-
ing quality over quantity [88]. This method involves expert referees providing
feedback, and funding agencies have increasingly detailed assessments that con-
sider factors like originality, alignment with research programs, priority areas,
and social relevance. Seven vital criteria in the peer review process have been
identified: importance, usefulness, relevance, methodological soundness, ethical
integrity, completeness, and accuracy [89]. Peer reviewing improves research qual-
ity according to multiple studies [34]. There are more than 35,000 peer-reviewed
journals worldwide publishing millions of papers annually, resulting in varying
quality and hierarchies among them [114].
4. Crown Indicator can be categorized as a performance indicator, specifically
falling under the domain of research-performance indicators [50]. The frequency
with which a paper is cited by others is used as a metric for assessing the author’s
performance. Calculating the average number of citations per year involves
dividing the total number of citations by the number of years within a specific
time frame. It is alternatively named the field-normalized citation score and
was formulated by the Centre for Science and Technology Studies at Leiden
University [74]. The Crown indicator normalizes citation rates at a higher level,
comparing the average citation rate of a researcher, research group, or department
to the average rate within the fields where they have published [50].
5. Novel Methodology utilizes statistical sampling, bootstrapping, and classi-
fication techniques; and was introduced to assess the ranking of conferences and
journals that were not featured in Information Systems’ listings due to limitations
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in time and resources [55]. It leverages citations to gauge the quality of academic
sources and involves a sampling error. To measure this error, bootstrapping or re-
sampling techniques are applied, which provide the respective confidence intervals.
These intervals are utilized to group journals and proceedings into quality classes
that share similarities, with book publishers being clustered separately [55].
6. Systeme d’interrogation, de gestionet d’analyse des publications
scientifiques (SIGAPS) was created at the French University Hospital, Lille
(CHU) [29], to evaluate a medical institution’s capacity for conducting clinical
research. While the quantity of scientific papers produced by an institution is a
commonly recognized measure of research output, it is crucial to consider not only
the quantity but also the quality of these papers [111]. The paper’s quality was
assessed by defining it as the ratio of the total score of a journal’s impact factor
relative to the number of papers [40]. The primary limitation of this metric lies
in its inability to compare the impact factor of journals across different scientific
domains [111]. SIGAPS incorporates various elements, including the ranking of
the journal and the author’s position within the paper.
7. H-index was originally introduced by Hirsch in 2005 [47], and swiftly gained
popularity as a widely used bibliometric measure [8]. It serves as a straightforward
indicator of citations and research productivity [84]. To calculate it, a researcher’s
papers are ranked by citation count, and the h-value is the point at which the
number of citations matches or exceeds the number of papers [47, 50]. The h-
index serves as a metric for evaluating a researcher’s overall impact. It overcomes
limitations of other measures, such as total papers, total citations, citations per
paper, and “significant papers.” Hirsch argues that when two researchers share
a similar h-index, their overall scientific influence is comparable, irrespective of
differences in total publications or citations. The h-index remains comparably
unaffected by exceptionally rarely or highly cited papers [18,50].
8. Journal Rankings are employed as proxy measures to evaluate research
quality when assessing research outputs [48]. Despite the reliability of published
journal quality rankings, they have influenced authors’ submission decisions.
This has placed lower-ranked journals in a struggle with fewer and lower-quality
submissions. Within accounting, it is evident that this has not significantly
enhanced the overall quality of papers, but instead has limited the diversity,
originality, and practical applicability of research [78].
9. European Educational Research Quality Indicators (EERQI) aim to
improve the assessment of educational research quality, since traditional methods
based on citation rankings and journal impact factors fall short of adequately
covering European social sciences and humanities papers. This oversight af-
fected researchers, institutions, subject domains, and languages within European
science [43]. This methods aims to develop practical tools to enhance quality
assessment, transparency, and quality of the detection process [43]. In turn, it
should simplify and make quality assessments less time-consuming.
10. Altmetrics short for “alternative metrics,” started in 2010 to track online
interactions with research, shedding light on its broader impact. This data is
collected from various online sources and provides real-time insights into how
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research is disseminated, discussed, and utilized. These metrics complement
traditional citation counts, offering a more comprehensive view of research im-
pact [98–100]. Altmetrics are links to research content, reflecting various forms
of engagement, including social media interactions, peer reviews, and more [57].
They are typically interpreted as attention or “buzz” [17,36,105,109], reach or
readership [31,58], and quality [20,79]. Altmetric5 and PlumX Metrics6 are widely
recognized altmetrics services designed to monitor altmetrics associated with
research data.
11. Post-Publication Peer Review, unlike traditional metrics and pre-
publication peer reviews, offers more detailed insights and can shed light on
research that may not align with the reader’s primary focus [9,104]. Such reviews
come in different forms, such as open reviews, comments, recommendations, and
discussions—and appear on different platforms like Peeriodicals and FacultyOpin-
ions. On such platforms, communities assess the quality and significance of papers
to mitigate the limitations of traditional metrics and pre-publication reviews.
12. High-ranked Citations Percentage (HCP) was introduced to address
limitations of the h-index [84]. It identifies highly-cited papers by utilizing the
h-index as a reference point and computes the ratio of their citations to the
total count. The researchers tested this approach among various scholars to
differentiate h-core papers and their citations from the overall dataset. HCP and
h-index are independent and complementary, intended for unbiased evaluations
regardless of career length or field. However, HCP was negatively linked to
excessive self-citations and rarely cited papers. The most successful authors had
HCP above 70% and an h-index above 15. Studies suggest that using HCP
alongside the h-index is feasible for fair assessments of research quality based on
publications and citations [84].
13. Sustainable Research Quality Assessment Model (SRQAM) was
introduced to assess research quality indicators like publication rates and citations
within higher education institutions [37]. It helps evaluate research trends and
impact in organizational contexts. These assessments inform research policies
and fund allocation, leading to impactful outcomes [37]. Traditional research-
assessment methods often aim for national and international comparisons. How-
ever, the assessment of research quality is closely linked to the evaluation methods
across institutions [11,14,66]. Although internal evaluation methods within re-
search institutions have been proposed for comparing outcomes at both national
and international levels, the literature has yet to document the creation of system-
atic inter-institutional models for assessing research quality and trends [13,46].
14. RipetaScore is a new quality-assessment method proposed due to the
disadvantages of existing metrics in assessing the quality, transparency, and
trustworthiness of research papers [106]. This method advocates three crucial
elements in establishing trust: trust in the paper, author, and data. It is a
means to systematically gauge a paper’s research practices, professionalism, and
reproducibility. The trust in reproducibility score assesses a paper’s elements

5 https://www.altmetric.com/
6 https://plumanalytics.com/

https://www.altmetric.com/
https://plumanalytics.com/
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aiding replication. The professionalism score evaluates the author’s credibility
and transparency regarding external influences on their work [106]. In contrast,
the component “Trust in Research” assesses if a paper meets established research
standards. This is vital for automated analysis, since some publishers do not
differentiate between editorials, communications, and research papers in their
metadata, which is why the RipetaScore includes this component [106].

RQ2 What are the pros and cons of the quality-assessment methods?

Exploring the methods’ advantages and shortcomings offers valuable insights
for both researchers and practitioners, ultimately improving research evaluation
practices in the academic field. We gathered the respective information and
summarize every method’s pros and cons in Table 2. We list the primary studies
underpinning the problems points in the column disadvantages.

RQ3 How can the existing quality-assessment methods be improved
to better ascertain the quality and impact of scientific papers?

Based on our findings, we identified potential enhancements for each method.
1. Journal Impact Factor. Creating field-specific metrics to account for different
publication and citation patterns across disciplines and extending the period
for calculating impact factors to capture the broader impact, particularly in
fields with long publication delays. Promoting inclusiveness and diversity as
indicators to mitigate biases against papers by non-native English speakers
and underrepresented regions or groups. Considering a combination of multiple
metrics, including citations, altmetrics, and peer review assessments for a more
comprehensive evaluation of research impact.
2. Citation Count. Working towards limiting the impact of “self-citations,”
enhancing citation database accuracy, adjusting for field-specific citation pat-
terns, and accounting for the time factor [113]. Combining citation metrics with
altmetrics to provide a more comprehensive assessment of research impact and
integrate citations with peer review to offer a more holistic method for evaluating
research quality.
3. Peer Review. Diversifying the pool of reviewers based on gender, ethnicity,
and geographical location to reduce biases and enhance perspective diversity.
Training reviewers to improve their skills and understanding of the process, and es-
tablishing specialized panels for interdisciplinary research to acknowledge the chal-
lenges of such work. Implementing and strengthening ethical guidelines for authors,
reviewers, and editors to prevent misconduct and uphold research integrity. Check
peer-reviewing related research that investigates authors’ concerns of bias [10].
4. Crown indicator. Using average citations is valuable, but may not capture
highly-cited papers or recent research impact. Therefore, incorporating diverse
metrics, like altmetrics or recognizing groundbreaking work, can enhance the
evaluation. Categorizing papers by journal subject categories has limitations and
a more precise approach based on content or keywords can provide more accurate
field attribution. The method gives more weight to older publications, which may
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Table 2: Pros and cons of each quality method.
Pros Cons

1.
Jo

ur
na

lI
m

pa
ct

Fa
ct

or • Quantifies research quality and impact in a stan-
dardized manner

• Assesses research at all levels, from papers to
entire journals, institutions, and nations

• Has a historical basis dating back to the 1960s
and 1970s, making it a well-established method

• Benchmarks and compares journal impact, aiding
research assessment

• Is globally accepted and used

• Can be manipulated by publishing provocative
papers and seeking commentaries that generate
citations but aren’t citable

• Significant variation among scientific fields
• Different fields have unique citation patterns,

which are not accounted for; without normaliza-
tion, cross-discipline comparisons are not possible

• A high value reflects a journal’s impact, but it does
not guarantee a paper’s quality; it may come from
a few highly cited papers [6, 50,86,96,111,121]

2.
C

it
at

io
n

C
ou

nt • No personal assessment required
• Comparison relies on quantitative analysis using

raw data
• International scale comparison
• Quick, easy, and affordable
• Has multiple uses, like assessing research impor-

tance, impact, and gauging research reuse

• Varies enormously from one discipline to another
• Manipulation by “citation clubs” and self-citation
• Does not directly indicate a paper’s value
• Influenced by paper topics and researcher reputa-

tions
• Mistakes in names or indexing can confuse citation

analyses [8, 23,26,32,44,65,75,80,113,118]

3.
P
ee

r
R

ev
ie

w • A dependable way to ensure research quality, vital
for academic and scientific credibility

• Involves field experts to enhance the credibility,
and ensure the best evaluation

• Offers objective quality assessment by indepen-
dent, unbiased reviewers

• Emphasizing peer review motivates researchers to
produce high-quality, well-researched, and well-
presented work

• A primary concern is selecting impartial, expert
reviewers

• Peer-reviewed journals establish hierarchies, driv-
ing researchers to target prestigious ones only

• Potential presence of implicit bias within panels
• There is a need for clear evaluation criteria in

advance
• High workload, time demands, and substantial

costs [23, 52,88,107,108,113]

4.
C

ro
w

n
in

di
ca

to
r • Research performance measure for assessing indi-

vidual researchers or groups, quantifying research
impact and performance

• Uses paper citation frequency, an objective, and
widely accepted academic measure

• Normalizes citation rates by accounting for vari-
ables like research field and publication year, mak-
ing it a fairer assessment method

• Overcomes impact-factor limitations, like paper
type and research field variations, for a more com-
prehensive assessment by considering various fac-
tors

• Using Thomson Reuters Subject categories to
classify papers can be limited due to the interdis-
ciplinary nature of modern research

• Normalizing citation rates compares researchers
to their field’s average rate but may not address
paper-level variations

• Can favor older papers, which may not reflect the
current impact of research and can put recent
work at a disadvantage

• Depends on the journal’s field categorization, over-
looking papers from one field that may appear in
journals from other categories [50]

5.
N

ov
el

M
et

ho
do

lo
gy • It goes beyond traditional indexes providing a

comprehensive view of the academic impact
• Simplifying certain elements, like not adjusting for

journal size and extending the time frame, makes
this methodology a faster and cost-effective way
compared to traditional methods

• Extending to various academic fields beyond In-
formation Systems, including accounting, finance,
and marketing

• Bootstrapping and confidence intervals provide a
statistical measure of ranking accuracy, bolstering
assessment robustness

• Has a sampling error that affects accuracy.
• Primarily targets Information Systems field, and

its applicability to other fields may need validation
and adaptation

• Data collection and storage for this method can
be resource-intensive, making it better for organi-
zations or institutions than individual researchers

• Comparing this methodology’s rankings with ISI’s
impact values may not be valid due to their dis-
tinct features and limitations [55]

6.
SI

G
A

P
S • Objectively assesses research paper quality based

on the journal’s impact factor
• Its transparency, with well-defined formulas, en-

sures reproducible and understandable for others
• Aids evidence-based resource allocation
• Using SAS for data aggregation and analysis

streamlines and manages large volumes of data
efficiently

• Calculating the JIF score may assign identical
scores to papers with the highest and lowest IF
in the same percentile

• Inconsistency in assessing institutions’ research
track records, with differing priorities in paper
quality, quantity, and citation counts

• Impact of trendy research fields, which affect the
budget allocation and create challenges for coun-
tering these shifts [111]

7.
H

-in
de

x • User-friendly, easy to calculate and understand
• Supports both the number of papers produced

and the impact of their citations
• Assesses research productivity at the individual,

department, university, institute levels, and aca-
demic journals

• Measures the quality as well as the quantity of
research productivity

• Influenced by researcher age, career consistency,
field specificity, insensitivity to highly-cited pa-
pers, and underestimation of those with a few
impactful papers

• Lacks field-specific adjustments and doesn’t ac-
count for career length, disadvantaging younger
researchers

• A researcher’s h-index remains high even if they
stop publishing after an active 15-20 year career,
without late-career publications [8, 19, 22, 27, 50,
64,84,94,107]
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Method Pros Cons

8.
Jo

ur
na

lR
an

ki
ng

s • Standardize research quality assessment that of-
fers a common framework for comparison

• Objective benchmarks for researchers, institutions,
and policymakers, aiding decision-making

• Top journals have more visibility and readership
• Funding agencies and institutions use journal

rankings to allocate resources to areas with a
history of high-quality research

• Researchers use journal rankings to choose the
right publication outlet for their work

• Researchers may lean towards topics accepted by
top journals, discouraging innovative or unconven-
tional research

• Seeking high-ranking journal publications can fos-
ter fierce competition, emphasizing quantity over
quality

• Based on limited indicators, might miss contribu-
tions that don’t align with ranking criteria

• Striving for prestigious journal publications may
lead to unethical practices like salami slicing and
data manipulation

• Emphasize metrics like citations and favoring es-
tablished fields over emerging ones [78]

9.
E

E
R

Q
I • Addresses traditional methods limitations

• Creates language-flexible tools to accommodate
diverse research publications

• Automated semantic analysis speeds up research
text review and assessment

• Combining intrinsic and extrinsic quality indica-
tors improves the research quality review process

• Its Peer Review Questionnaire gained acceptance
in education research, showing its practicality and
reliability

• Comprises complex tools and techniques that
some users might struggle to grasp

• Implementing EERQI tools may demand resources
for multiple databases, search engines, and linguis-
tic technologies

• Aims to reduce biases, but indicator and tool
selection can introduce bias based on their design
and implementation

• Focused on education research but aims to expand
to other fields, necessitating further testing and
adaptation for broader use [43]

10
.A

lt
m

et
ri

cs • Record engagement faster than citations, with ag-
gregators tracking dataset mentions within hours,
while citations take months to materialize in peer-
reviewed literature

• Highlight interaction across a diverse audience,
from the public to researchers

• Evaluate diverse sources, valuable for non-
standard areas like datasets and software

• Show how research is used in interdisciplinary
contexts, offering a comprehensive view

• Enhance traditional citation metrics, offering a
nuanced impact assessment

• Limited use leading to a lack of understanding
and responsible use

• Could be easily manipulated
• The use of automated "bots" can artificially in-

flate altmetrics, including those for research data,
concealing genuine engagement

• lack discipline-specific benchmarks for research
data due to their limited repository coverage, un-
like the comprehensive Data Citation Index

• Lacks a universal standard, making it challenging
to assess research impact across diverse fields,
unlike traditional citation metrics [4, 28, 56, 57, 61,
68,87]

11
.P

os
t-

pu
bl

re
vi

ew

• Valuable tools for researchers, aiding in publica-
tion discovery and research assessment

• Complement traditional metrics
• Leads to higher-quality, comprehensive, and con-

structive reviews

• They are recent with limited adoption in various
domains

• Adds to researchers’ workload beyond their regular
responsibilities

• Sharing research ideas can be challenging due to
research competition

• A centralized hub is needed to encourage re-
searchers to contribute [9, 21,116]

12
.H

C
P • Serves as a complementary metric to the h-index,

addressing some of its limitations
• It values quality with highly cited papers for a

nuanced evaluation beyond the quantity
• Fairer in assessing a broader range of researchers

by not penalizing shorter or interrupted research
careers, unlike the h-index

• Applicable across diverse fields, unaffected by re-
searchers’ specific scientific domains

• Combining HCP and the h-index provides a bal-
anced assessment of research quality and quantity

• Calculating and interpreting HCP involves sev-
eral variables and constants, which can be labor-
intensive

• Sensitivity to citation rates and papers per year
can introduce score variability with rate changes

• Assigning individual researchers their constants
may introduce subjectivity or uncertainty

• Partially addresses selectivity but lacks in-depth
insights into a researcher’s publication strategy

• Relatively new and may not be as widely adopted
or recognized as the traditional h-index [84]

13
.S

Q
R

A
M • Provides a holistic evaluation of research quality

in higher education, considering citations, publi-
cations, staff, and enrollment

• Adaptable to unique circumstances and priorities
• Uses a systematic approach to reduce biases and

subjectivity, enhancing assessment credibility and
objectivity

• Uses reliable data sources
• Facilitates benchmarking by comparing univer-

sities, helping institutions recognize research
strengths and areas for improvement

• Relying on external data sources can lead to data
availability and accuracy variations, potentially
impacting assessment reliability

• Choosing criteria and indicators, such as language
and author affiliation thresholds, can introduce
subjectivity and biases into the assessment

• Substantial resources, including databases, soft-
ware, and data analysis expertise may be needed

• Complex approach can be challenging for institu-
tions lacking the needed resources or expertise in
research evaluation [11,14,66]

14
.R

ip
et

aS
co

re • Evaluates research papers, considering quality,
reproducibility, and professionalism, providing a
nuanced trustworthiness assessment

• Automated tools for evaluating scientific quality
enhance objectivity and consistency by reducing
subjectivity in assessments

• Promotes research transparency by focusing on
methodology, data/code availability, and ethics,
elevating reporting standards

• Automated tools save time and scales trustwor-
thiness evaluation

• It might not cover all research aspects or fit all
research types, and its effectiveness depends on
the research’s nature

• Inputs can change with new research, impacting
consistency in assessing older and newer work

• May encounter complexities and challenges in on-
going updates, potentially affecting reliability

• Combining with other methods, may add com-
plexity to result interpretation [106]
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not reflect the current impact, so adjusting the weighting to consider recent and
older papers equally could enhance the accuracy.
5. Novel Methodology. Considering shorter periods for data analysis can
provide insights into more recent research impact and changes in citation patterns.
Accounting for publication-medium size is essential to account for variations in
impact based on where a paper is published.
6. SIGAPS. Developing metric indicators for assessing the quality of the entire
research process, extending beyond publications. This index should encompass
other factors, such as protocol deviations and protocol amendments [111]. Addi-
tionally, metrics like citation index and altmetrics should be considered, while
also accounting for publication year and research field [40].
7. H-index. Various alternatives to the h-index have been proposed, such as
the g-index, h(2)-index, contemporary h-index, and Zhang’s e-index, but they
lack widespread use and empirical support [35,53,59,119]. Therefore, working
towards enhancing their usage in the scientific community is essential.
8. Journal Rankings. Incorporating qualitative assessments including peer
reviews, editorial reputation, and societal impact into journal rankings. Ensuring
inclusiveness by considering journals from various regions and backgrounds to
prevent biases and recognize journals that facilitate interdisciplinary research.
Adapting ranking methodologies to accommodate evolving research practices and
challenges, while also ensuring regular updates.
9. EERQI. The pilot study involved a small number of documents and reviewers.
Therefore, future research should include more documents, use automatic semantic
analysis, and improve indicator assessment [67,91,92]. Additionally, more work
should be done to address reliability, consider language differences, and explore
the EERQI framework’s impact on paper scoring.
10. Altmetrics. Promoting cross-disciplinary engagement by ensuring that the
data sources cover a wide range of scientific disciplines. More work towards
integration with citation-based metrics and peer review assessments. Researchers
and evaluators should have access to information about how altmetrics are derived,
which would improve transparency and their understanding.
11. Peer Review: Post-Publication. Carrying out the process in different
research fields to figure out the pros and cons of each of them. Performing
thorough examinations of the validity of this method and its alignment with
other quality indicators. Encouraging a centralized platform to provide these
reviews and encourage reviewers to engage in such activity is essential for the
success of this method [9].
12. HCP. Defining HCP more broadly by using alternative bibliometric indicators,
such as the g-index that reflects “visibility” and “lifetime achievements” more than
h-ranked citations [35]. Exploring other variants of the h-index, including the
A-index, R-index, m-index, for a comprehensive study on researcher evaluation
across different fields [1, 12,93].
13. SQRAM. Ensuring data quality by validating the accuracy and consistency
of data collected from different sources and consider strategies to handle potential
inaccuracies and biases. Conducting sensitivity analysis to assess the robustness



Scholarly Quality Measurements: A Systematic Literature Review 15

of the model’s findings, which involves testing the impact of variations in model
parameters and data sources.
14. RipetaScore. Improving authorship identification and assessment methods
will lead to increased accuracy of the RipetaScore in establishing authorship
trust. As research reproducibility standards evolve and the paper corpus grows,
the RipetaScore will have to adapt to these changes [106].

4 Conclusion
In this paper, we presented an SLR of existing methods that consider assessment
techniques of scientific papers. We identified and analyzed 43 papers. Based on
these papers, we identified 14 methods. Not surprisingly, each of these methods
has its advantages and disadvantages. Within our analysis, we identified several
issues and challenges related to each method and enhancements and ideas to
improve them. We conclude that the future of assessing research quality involves
the construction of interdisciplinary and multifaceted models. There is a need to
focus on crafting comprehensive models encompassing a broader array of quality
attributes and dimensions, considering the intricate intersections between various
research domains. In doing so, we hope to enhance the transparency, rigor, and
reproducibility of published research and foster a culture of quality and integrity
within the scientific community

To pursue this line of research, we plan to continue investigating quality-
assessment methods utilized nowadays by conducting in-depth research to ex-
amine the validity and reliability of each method and shed light on hidden gaps
concerning these methods. As our primary source for this study selection was
Scopus database, a first future step would be to search other sources, such as
the Springer and Google Scholar databases. This expansion has the potential
to reveal additional tools and guidelines that might not have been considered
during the selection of our primary studies.
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